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Abstract. We propose a new complex-valued taper and derive the properties of a
tapered Gaussian semiparametric estimator of the long-memory parameter d €
(—0.5, 1.5). The estimator and its accompanying theory can be applied to generalized
unit root testing. In the proposed method, the data are differenced once before the taper
is applied. This guarantees that the tapered estimator is invariant with respect to
deterministic linear trends in the original series. Any detrimental leakage effects due to
the potential noninvertibility of the differenced series are strongly mitigated by the
taper. The proposed estimator is shown to be more efficient than existing invariant
tapered estimators. Invariance to kth order polynomial trends can be attained by
differencing the data & times and then applying a stronger taper, which is given by the
kth power of the proposed taper. We show that this new family of tapers enjoys strong
efficiency gains over comparable existing tapers. Analysis of both simulated and actual
data highlights potential advantages of the tapered estimator of d compared with the
nontapered estimator.

Keywords. Periodogram; Gaussian semiparametric estimation; unit roots.

1. INTRODUCTION

Most theoretical results for long-memory time series assume that the memory
parameter d lies in the interval (—0.5, 0.5), so that the series is stationary and
invertible. In applications, however, the estimated value of d based on the
original data may exceed 0.5, indicating nonstationarity. Furthermore the
potential presence of linear trend, excluded in much of the existing theory,
could severely bias estimates of d. We will suppose that the observed series was
generated by a process with d € (—0.5,1.5), and may have an additive
deterministic linear trend. This seems sufficient for many applications in areas
such as finance, econometrics, hydrology, climatology, and network flow
analysis.

Differencing is a very widely used technique for detrending and inducing
stationarity. The ordinary first difference will convert the memory parameter to
d* =d—1, and will completely remove a linear trend, without forcing the
analyst to estimate the trend. Overdifferencing is a term to describe the
situation where the differences are noninvertible, ie. d* < —0.5, but the
differences are nevertheless used for modeling and parameter estimation.
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Overdifferencing may arise as an unintended consequence of differencing, and
causes many problems in parameter estimation. See Davis and Dunsmuir (1996)
for theory on estimation of noninvertible MA(1) models, i.e. overdifferenced
white noise. See Hurvich and Ray (1995) for a discussion of periodogram bias
induced by the overdifferencing of long-memory time series.

Tapering (see, for example, Tukey, 1967) is a technique for reducing
periodogram bias due to strong peaks and troughs in the spectral density. A
taper is a nonrandom weight sequence with certain desired properties that is
multiplied with the time series data prior to Fourier transformation or
parameter estimation. It was suggested by Hurvich and Ray (1995) that the
use of a taper can alleviate the detrimental effects of overdifferencing, most
importantly the bias in estimates of d* based on the periodogram of the
differenced data. Deo and Hurvich (1998) showed that tapering can also be
helpful for estimating the mean of a potentially overdifferenced long-memory
time series, i.e. the linear trend in the original series. Assuming no
deterministic trends and working with the original series, Velasco (1999a,
1999b) established asymptotic normality of the nontapered semiparametric
estimators of d described in Robinson (1995a, 1995b) in the nonstationary case
d €10.5,0.75), and explained why the theory breaks down when d exceeds
0.75. This serves to motivate the use of tapered estimators.

The discussion above indicates that the routine use of differencing followed
by tapering may be helpful in many situations. The main difficulty with this
strategy is that tapering may strongly inflate the variance of estimates of d*
and other parameters of the series. Velasco (1999a, 1999b) has obtained general
consistency and asymptotic normality results for periodogram and log-
periodogram semiparametric estimates of d, based on either levels or
differences, with d in a potentially much wider range than considered here,
and in the potential presence of additive polynomial trends of arbitrary degree.
This can be achieved by using a class of tapers due to Kolmogorov (see
Zhurbenko, 1979). Unfortunately, the efficiency loss incurred from using these
tapers may be quite substantial. Even in the best case, the asymptotic variance
of a Gaussian semiparametric estimator (GSE; Robinson, 1995b) with
Kolmogorov tapering is 2.1/4m, compared with 1/4m without tapering, where
m is the number of periodogram ordinates used. This occurs for the
Kolmogorov taper of order 2, which produces estimators that are invariant in
the presence of linear trends in the levels.

In this paper we will introduce a new taper that can be safely used on
differenced data having a constant mean and memory parameter d* €
(—1.5,0.5). We will establish that the corresponding Gaussian semiparametric
estimator of d* based on the tapered differences is consistent and asympto-
tically normal, with an asymptotic variance of 1.5/4m. This represents a
substantial efficiency gain compared with tapered GSE estimators with the
Kolmogorov and cosine tapers used in Velasco (1999a, 1999b). It also
represents a small efficiency gain compared with the nontapered log-period-
ogram estimator proposed by Geweke and Porter-Hudak (1983) and justified

© Blackwell Publishers Ltd 2000



AN EFFICIENT TAPER FOR OVERDIFFERENCED SERIES 157

theoretically for a trend-free Gaussian series with d € (—0.5, 0.5) by Robinson
(1995a) and Hurvich et al. (1998).

The estimators of d developed here and in Velasco (1999a, 1999b) provide
freedom from the necessity of having prior knowledge on the stationarity
(d <0.5) or nonstationarity (d = 0.5) of the nontrending component of the
original series, and on the presence or absence of linear trend in the ori-
ginal series. There are several potential applications for such a consistent
and asymptotically normal estimator of d. One is for the construction of
asymptotically efficient estimators and asymptotically valid confidence intervals
for linear trend, as discussed by Deo and Hurvich (1998). Another application is
for a nonparametric mean function with additive long-memory errors having
d € [0, 1.5). Here, d* may be estimated from the tapered differences, and the
estimate may then be used to set confidence intervals for the true regression
function. The application we will consider in this paper is generalized unit root
testing for economic time series. A sufficiently narrow confidence interval for d
could be very helpful in this context. For example, a confidence interval of
(0.2, 0.3) indicates that the series has long memory (d >0) and is stationary
(d <0.5), while a confidence interval of (0.6, 0.7) indicates that the series is
nonstationary (d > 0.5), but that the degree of nonstationarity is weaker than that
of a random walk (d < 1), and an interval of (0.9, 1.1) indicates nonstationarity
but does not rule out the possibility that d = 1. For more discussion of the use of
estimates of d in the context of unit root testing, see Cheung (1993), Cheung
and Lai (1993), Hassler (1993), Delgado and Robinson (1994), Hassler and
Wolters (1995), Baillie et al. (1996) and Crato and de Lima (1997).

Throughout the paper, we suppose that we observe data x, ..., x, from a
process having memory parameter d € (—0.5, 1.5). Equivalently, the differences
Vi, .- Vo are generated from a weakly stationary process {y,} = {x;, — x,—1}
with memory parameter d* = d — 1 € (—1.5, 0.5) and spectral density f(1) ~
A=24" a5 A — 0*. The mean of y; 1S a constant, u, which need not equal zero,
so that {x,;} has a linear trend with slope u

2. THE FOURIER TRANSFORM AND THE COSINE BELL TAPER

The discrete Fourier transform (DFT) of the data {y,}]_, is given by

Y

1 n
W]:W(/IJ):WZI_)/;CXP(Z}.]Z) jzl,...,
1=

where 7 = [(n — 1)/2] and A; = 27j/n is the jth Fourier frequency. Note that if
{»:};_, were replaced by {y,+ C},_, for any constant C, the DFT values w;
would be unchanged, since >, exp(id;f) = 0. Thus, the w; values are free of
any dependence on the mean u. This property, which we will refer to as shift-
invariance, is shared by the periodogram /; = |w;|?, for j =1, ..., i, and by any
estimator obtained as a function of these periodogram values. Since u# has no
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effect on d*, shift-invariance is a desirable attribute of estimators of d*. It is
also desirable that shift-invariance be attained without the need to directly
estimate u, as is the case for the w;, in view of the potentially slow convergence
rates of estimators of u (see Samarov and Taqqu, 1988; Cheung and Diebold,
1994; Deo and Hurvich, 1998).

A widely used taper is the cosine bell (Tukey, 1967), given by

27(t — 1/2)}] P

n

ht,CB =0.5 [1 — COS{ .., N (1)

The tapered DFT and periodogram are defined by

1 n
=———5——> Y h;cyexp(id;t)
(ZﬂzhiCB)l/z ; ’

and /;cg = |w;csl*. It can be shown that ZhiCB = 3n/8 and (see Bloomfield,
1976, pp. 80—84) that

wics = (8/3)/2{=0.25w;_ exp(izt/n) + 0.5w; — 0.25w,,, exp(—im/n)}
j=2,.., 0 (2

W;CB

Since w;cp is a linear combination of the ordinary DFT values {w,} at nonzero
Fourier frequencies, it follows that the w;cp are shift-invariant. A compromise
between not tapering at all and the cosine bell is achieved by the split cosine bell
taper (see Tukey, 1967; Bloomfield, 1976; Deo and Hurvich, 1998). Unfort-
unately, the resulting tapered Fourier transform is not shift-invariant, and
therefore the split cosine bell is not suitable for use in estimating d*.

3. A NEW TAPER

Analogously to Equation (1), we define a new taper by

2m(t —1/2
h,:O.S{l —exp{w}] t=1,..,n 3)
so that >"|A,|> = n/2. Define the tapered Fourier transform by
1 n
T .
[ = h Ajt). 4
) = G 2 M P @

The primary motivation for the Definition (3) of the new taper is provided by the
relationship between the tapered and nontapered Fourier transforms, in analogy
to Equation (2) for the cosine bell:

wi = /2{0.5w; — 0.5w; exp(—im/n)}  j=1,.., 72— L (5)

Note that only the two DFT ordinates w; and w;,; need be used to compute
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the tapered DFT wjT Equation (5) suggests that the tapered periodogram

|w |? may be viewed as an estimator of f;= f(4), where j=j+1/2
and A; = 2mj j/n. Equation (4) expresses w]T as a Fourler transform of a tapered
data set but the taper {#,} defined in Equation (3) has the unusual property that
it is complex valued. This is something of a hindrance in both theoretical and
practical considerations. However, complex {/%,} are an inevitable consequence
of our primary goal (Equation (5)) that WJT. be a linear combination of two
neighbouring DFT values, a choice that guarantees shift-invariance and improves
efficiency relative to existing shift-invariant tapers. It is easily shown that
|hy| = (hyc)'/? = sin{n(t — 1/2)/n}, and hence for large » the slope of the | /,|
curve approaches 1 at the time end-points t = 1 and ¢ = n.

4. THE TAPERED GAUSSIAN SEMIPARAMETRIC ESTIMATOR OF d;‘

The Gaussian semiparametric estimator (GSE) was originally proposed by
Kunsch (1987) for estimating the memory parameter dy € (—0.5, 0.5) of the
untapered levels {x,}, assuming no linear trend (u = 0). The GSE is implicitly
defined, so the subscript in dy is needed to distinguish the true value from the
variable d used in the objective function. Robinson (1995b) showed that the
estimator, dgsg, 1s consistent and asymptotically normal, with asymptotic
variance 1/4m. In the potential presence of polynomial trends and with dy not
necessarily confined to (—0.5, 0.5), Velasco (1999b) established consistency and
asymptotic normality of a broad class of tapered GSE estimators in which the
raw periodogram of {x,} is replaced by a tapered periodogram. However,
Velasco (1999b) did not explicitly consider the noninvertible case, and in order
to achieve invariance to polynomial trends of order p — 1 using the Kolmogorov
tapers of order p = 2, he needed to omit all Fourier frequencies that are not a
multiple of 4, from the estimator. The asymptotic variance of the estimator
exceeds p/4m, a strong inflation from the nontapered case. If the cosine bell
taper is used and u = 0, then all Fourier frequencies may be used, but the
asymptotic variance, at 35/18m, is still much larger than in the nontapered case.

We will study the properties of a tapered GSE estimator of df)k € (—1.5,0.5)
based on the differences {y,}, allowing for nonzero u, using the new taper of
Section 3. Unfortunately, this taper does not fit into the class considered by
Velasco (1999b), since it is complex valued. The estimator is the minimizer of

N 1 m IT
(G, d >=ZZ{ (A)}

J=1

where g(1) = G|l|*2d*. The objective function Q is to be minimized with
respect to G € (0, co) and d* € ® =[A,, Ay], where —1.5<A, <A2<05
Equivalently, concentratlng out the parameter G, the estimator is dGSET =
argmin ;g R(d™), where
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o N 1 & *
N * * ~ *y 2d* 4T
R(d*) = log G(d*) — 2d ﬁ 1: logh;  G(d )fﬁ 1:1j~ 1.
Jj= Jj=

5. THEORETICAL RESULTS

To derive the properties of dfigpp, we follow the path set out in Robinson
(1995b) and Velasco (1999b), hereafter denoted by Rob and Vel, respectively.
The results of Vel cannot be applied directly because our taper is complex
valued, and because Vel did not give properties of tapered GSE estimators in the
noninvertible case. We assume throughout that y, — u = 37" jaje,; where {e}
is a martingale difference sequence with unit variance. Define

T

1 n
= h
WS.I (2n2|hu|2)1/2 Z

(€ exp(id;t)

and let 7, T = The moving-average transfer function is denoted by a(4),
with aj —a(/lj)i:L 0@ exp(iLA;). The spectral density of {y;} is f(1) =
|a(A)|?/27. For consistency and asymptotic normality of déSET, we require
Assumptions A1—-A4 and Al1’'—A4' respectively, as given below. Except for Al,
Al’ and A2, these assumptions are identical to those originally given and
described in Rob.

F(A) = G~ 2do{1+EﬁAﬁ+o(,1ﬁ)} as A — 0F, for some f€(l,2],
G0>O Eﬁ<OO and d € [A],Az]

A2. In a neighborhood (0, d) of the origin, a(l) is differentiable and
da(r)/oL = O(|la(d)|/A) as 4 — 0.

A3. Z 0oz’2<o<> E(£t|Ft 1) =0, E(e}|F,-1)=1 almost surely (a.s.),
t=0,+£1,..., in which F; is the o-field of events generated by &, s =<1,
and there exists a random variable ¢ such that E(e?) < oo and, for all >0 and
some K >0, P(le,|>n) < KP(|e| >n).

A4 As n— oo, 1/m+m/n— 0.

Al’. Assumption Al holds.

A2'. Assumption A2 holds.

A3'. Assumption A3 holds and also E(e3|F,—1)=u; as., E(eh) =,
t=0, £1, ..., for finite constants u3 and u4.

A4'. As n— oo, 1/m+ m"*(logmy?/n* — 0.
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Our Al is equivalent to Assumption 2 discussed in Velasco (1999a, pp. 328-9),
and is stronger than A1l in Rob, which does not explicitly include the parameter f3.
Furthermore, we assume in Al and Al’ that § € (1, 2], whereas Al’ of Rob
assumes only that 5 € (0, 2]. Our A2 is the same as A2’ of Rob, and implies that

d
= log f(2) = O( ™)

as A — 0T. The more restrictive assumptions made here, also used by Velasco
(1999a, 1999b), allow for improved bounds on moments of tapered DFTs (see
Lemma 4), and thereby greatly simplify part of the proof of asymptotic
normality of dGSET Our assumptions are satisfied by the ARFIMA processes,
which have § = 2.

Our first theorem establishes the consistency of aVGSET Lemmas referred to in
the proofs of the theorems are stated and proved in the Appendix.

THEOREM 1. Under Assumptions Al—-A4, ﬁéSET LS dy as n— oc.

ProOOF. We follow the arguments and notation of the proof in Rob for the
nontapered case. Define ©; = {d* A<d*=< Ay}, where A =A; when
dy < 1/2+A1 and dj = A>dy — 1/2 otherwise. Note that d* — dy >—1/2
for all d* 0. When dy = 1/2+A1, define ©, = {d*: A} < d* <A} and
otherwise take ©, to be empty. Let S(d*) = R(d*)—R(d*) Then we can
write S(d™) = U(d™) — T(d™), where

N G(d G(d*
T(d ):log{ (GOO)} —log{GEd*;}

m =\ 2(d*—dy)
—log | m'{2(d* — d) + 1} Z(ﬁ)
=1

+2(d* — d;;‘){ml zm: logj — (log m — 1)} (6)
J=1
U(d*) = 2(d* — dy) —log{2(d* — dj) + 1}

$y LI\ S2d )
G(d*) = Gom sz ),
Jj=1
Combining Equations (3.2) and (3.3) of Rob, we have for 1/4 >3 >0 that

P(|dGser = dg| = 0) < P{suplT(d*)| inf U(d*)} + Pfinf S(d*) < 0}
[Ch 2

Naﬁ 1

(7
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where Ny = {d*: |d* — dj| <0} and Ny = (—00, 00) — N;. As in (3.4) of Rob,
we have infg o U(d*)> 62 /2. Thus, Lemma 1 implies that the first term on
the right-han(f side of Equation (7) tends to zero. The second term also tends to
zero by Lemma 2, so the theorem is proved.

Our next theorem establishes the asymptotic distribution of c?éSET.

THEOREM 2. Under Assumptions Al'—A4', m'*(digpr — diy) iN(O, ®/4),
where ® = 1.5.

PrROOF. By Theorem 1, with probability approaching 1 as n — oo, L?ESET
satisfies

0= R'(diser) = R'(d}) + R'(@*)dser — di)

where |d* — df| < |dfgpr — dif|. Using Lemmas 6 and 7 we can construct
arguments along the lines given in Rob, pp. 1641-1644. In view of (4.6) and
(4.7) of Rob, we need to verify that, for 0 <d <1/4,

SO LS 2 ot
r - o 2 Y1) =0, m
=1 \" P\ g MUET\E

—2dy

where g:= Gol- and 7=r+1/2. Using Lemmas 6 and 7, we obtain
g g
2;21(11}'/gf— 1 = Op(r'/2 + ##+1/nP), so that the left-hand side of (8) is

Op{m™? + (m/n)’} = O,(m~'/?) by A4, and (8) is established. Following the
lines of the proof in Rob, we conclude that
R'(d*) 4 ©
and that
m JT
ml/zR’(dE)k):2m_l/2ZUJ<Ej~_ 1){1 +0p(1)} (10)
j=1 J

where v; = log j— m’lz;."zl log/. Using summation by parts, Lemmas 6 and 7,
and Condition A4’, (10) is

m
{2m1/2 > v@arl, -1
j=1

+ O, | m'/? 210 mﬁ“”l “1/210g? 1 1
b gm+ p; ogm+ m og”m ) »{l +o0,(1)}

— {sz zm: vQull; — 1)+ op(l)}{l +0p()}.

J=1

The theorem now follows from Lemma 8 and Equation (9).
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6. SIMULATION RESULTS

Using the method of Davies and Harte (1987), we generated 500 realizations of a
variety of zero-mean stationary and nonstationary ARFIMA(1, d, 0) models,
with n = 500. The models are expressed as (1 — pB)(1 — B)“x, = &,;, where the
g; are independent standard normal and B is the backshift operator. We
considered all combinations of d =0, 0.2, 0.4, 0.6, 0.8, 1, 1.2 and p =0, 0.5,
0.8.

For each realization of each process, we computed the nontapered and
tapered Gaussian semlparametrlc estimators dGSE and dGSET of d* =d—1
from the differences { y,} ,_1- For the empirical studies of this and the next
section, we will use slightly dlfferent definitions of the estlmators than given in
Section 4, replacing g(1) by (1) = G|1 — exp(—id)|~ -2d* — = G{2sin(4/2)}~ —2d*
This modification is done for the sake of compatibility with ARFIMA models
and does not alter the asymptotic properties stated in Section 5. Thus, the
estimators dGSE and dGSET used here are the minimizers of, respectively,

m

1
0i(G, d*) = Ez{log 2+ )}
J

=1

N 1 m [T
0xG, d ) =—3 *(A)

J=1

where the objective functions Q; and (, are to be minimized with respect to
Ge(0,00) and d* € ® =[—1.49,0.49]. The value of m used in the
simulations was m = [0.251*°], so that m =36 for n = 500. The choice
m = constant X n*> violates Condition A4’, but the choice may be optimal in
terms of mean squared error, in view of the results of Henry and Robinson
(1996). Nevertheless, to the best of our knowledge, no asymptotic theory has yet
been derived for dg; in the case d* < —0.5.

Before presenting the simulation results, we provide approximations for
var(dGSET) and Var(dGSE) which are more accurate than, but converge to, the
asymptotic values. Define

10g<2 sin—= ) —m! Z 10g<2 sin—= >

From the first equation in the proof of Theorem 2, we have
\/m(a’GSET —dy )N —/mR'(dy) /R”(d*) From an analog to (4.10) of Rob,
we have R"(d )~ 4mm IS o lU From Equation (10) and the surrounding
discussion, we have

2 m
R'(d¥)~—> v,Q2nIt, —1
V/mR'(dy) m;vmg, )
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the variance of which, from the proof of Lemma 8, may be approximated by
4(1.5)m’12ﬁ5. This leads to the approximation

var(der) ~ 1.5/ 4y o7 . (11)

=1

The analog to Equation (11) for the nontapered estimator is
Var(dGSE)N 1/{45>" (X; — X)*}, where X;=log{2sin(4;/2)} and X =
m 1S log{2sin(h, /2)}.
Table I presents the mean and variance of dGSE —dGSE+1 and dGSET
= d Gser + 1, based on the 500 realizations of the ARFIMA processes. The
empirical variances in the table may be compared with the following theoretical
values. For Var(dGSE) we have 1/4m = 0.00694, and the variance approxima-
tion given above is 0.00959. For Var(dGSET) we have 1.5/4m = 0.01042, and
the variance approx1mat10n from Equation (11) is 0.01685. It should be noted
that the ratio of the variance approximations for dGSET and dGSE is 1.757,
which markedly exceeds the asymptotic value of 1.5.
When d is small, dGSET is often substantially less biased than dGSE The
most extreme example of this occurs when d = 0 and p = 0, so that {y,} is a

TABLE I

PROPERTIES OF NONTAPERED AND TAPERED GAUSSIAN SEMIPARAMETRIC ESTIMATORS OF d FOR
ARFIMA (1, d, 0) MoDELS, n = 500

d p mean(dGsk) var(dgsk) Mean(dgset) var(dgser)
0 0 0.2742 0.0403 —0.0013 0.0186
0 0.5 0.2116 0.0255 0.0574 0.0188
0 0.8 0.3534 0.0154 0.3116 0.0198
0.2 0 0.3192 0.0215 0.1994 0.0173
0.2 0.5 0.3098 0.0133 0.2580 0.0175
0.2 0.8 0.5008 0.0108 0.5112 0.0190
0.4 0 0.4389 0.0130 0.3964 0.0174
0.4 0.5 0.4665 0.0107 0.4551 0.0176
0.4 0.8 0.6878 0.0106 0.7091 0.0190
0.6 0 0.6048 0.0114 0.5949 0.0173
0.6 0.5 0.6548 0.0111 0.6533 0.0176
0.6 0.8 0.8833 0.0113 0.9079 0.0191
0.8 0 0.7929 0.0107 0.7945 0.0173
0.8 0.5 0.8453 0.0106 0.8535 0.0174
0.8 0.8 1.0758 0.0110 1.1079 0.0190
1 0 0.9942 0.0101 0.9895 0.0187
1 0.5 1.0459 0.0104 1.0488 0.0187
1 0.8 1.2764 0.0113 1.2999 0.0171
1.2 0 1.1923 0.0101 1.1981 0.0169
1.2 0.5 1.2444 0.0102 1.2553 0.0164
1.2 0.8 1.4414 0.0048 1.4453 0.0056

Based on 500 realizations of the ARFIMA model, AR(1) parameter = p. Nontapered and tapered
estimators dgsg and dgspr. Estimators are constructed from differenced data, with m = 36.
Approximate and asymptotic variances for dgsg: 0.00959 and 0.00694. Approximate and
asymptotic variances for dgsgr: 0.01685 and 0.01042.
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noninvertible MA(1) process. For a given value of p, the bias of dgse decreases
as d increases, while the bias of dgsgr remains nearly constant. The relatively
poor bias properties of dgsg may be attributed to leakage suffered by the
nontapered periodogram. For a given value of d, the bias of both estimators
typically increases as p increases, due to contamination of the periodogram
from the short-memory component of the spectral density.

The variance of dGSE is typically substantially less than that of dGSET, as
would be expected from asymptotic theory, and from the variance approxima-
tions. Surprisingly, however, var(dgser) < var(dgsg) for (d, p) = (0, 0), (0, 0.5)
and (0.2, 0). In the most extreme case where d =0, p =0, the ratio is
var(dgsg)/var(dgsgr) = 2.17. The variance inflation in dgsg here may be at-
tributed to correlation in the nontapered periodogram induced by leakage. Except
for the cases described above as well as (d, p) = (1.2, 0.8), var(dgsg) remains
reasonably constant as d and p are changed. Meanwhile, var(dgsgr) remains
reasonably constant for all cases except (d, p) = (1.2, 0.8), where the variance of
both estimators is inexplicably small.

Next, we discuss the quality of the theoretical variance expressions, ignoring
the unusual cases described above. The asymptotic variances 1/4m and 1.5/4m,
for var(dgsg) and var(dgsgr) respectively, both strongly understate the actual
observed variances, while the variance approximations (Equation (11) and the
formula following it) are reasonably accurate. For example, when 4 =1 and
p =0, so that {y,} is white noise, the ratio of the observed to asymptotic
variances is 1.46 for dGSE and 1.79 for dGSET, while the ratio of the observed
to approximate variances is 1.05 and 1.11 for the two estimators, respectively.

Next, we consider several one-tailed hypothesis tests regarding d that may be
useful, particularly in an econometric context. The tests, together with their null
hypotheses Hy and alternative hypotheses H;, are as follows.

Tim, Ho: d =0, Hy: d>0.
Tps, Hp: d <0.5, H;: d = 0.5.
Trs, Ho: d = 0.5, Hy: d <0.5.
Tvr, Ho: d =1, Hi: d<1.

The subscripts used in the names of the tests describe the alternative hypothesis.
Thus Ty is a test for long memory (d > 0) with a null hypothesis of short
memory, Tps is a test for difference stationarity with a null hypothesis of trend
stationarity, 77s is a test for trend stationarity with a null hypothesis of
difference stationarity, and Ty is a test for mean reversion with a null
hypothesis of no mean reversion. For an explanation as to why a series with
d <1 is referred to as mean-reverting, see, for example, Cheung and Lai (1993).

We performed the hypothesis tests described above based on dgsgr, assumed
to be normally distributed with a mean of d and a variance given by Equation
(11). All of the tests are one-tailed, at a nominal significance level of 0.05. The
results on test performance given here cannot be directly compared with those
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of Hassler (1993) and Crato and de Lima (1997), due to the variation in
choices on differencing, tapering, type of estimator, and number of frequencies
used.

Table II gives, for each test and model, the proportion of rejections of the
null hypothesis out of the 500 replications. For p = 0 and p = 0.5, all tests are
reasonably powerful and hold their sizes reasonably well, although the power is
unsurprisingly low when d is near to its value under the null hypothesis. In all
cases, the power increases monotonically as d moves away from its null value.
When p = 0.8, the substantial bias in dgser induced by the autoregressive
parameters causes size and power distortions.

For testing a null hypothesis of d =1, a score test based on first differences
as described in Lobato and Robinson (1998) should be equivalent to the version
of our (Wald) test based on dgsg. Although the score test could be carried out
without the computational expense of directly estimating d, the score test
procedure does not yield confidence intervals for d.

TABLE 11

PROPORTION OF REJECTIONS OF NULL HYPOTHESES IN TESTS FOR d IN 500
REPLICATIONS OF ARFIMA (1, d, 0) SERIES, n = 500

Difference Trend
d o Long memory stationarity stationarity =~ Mean reversion
0 0 0.044 0.000 0.982 1.000
0.2 0 0.468 0.000 0.736 1.000
0.4 0 0.916 0.004 0.192 1.000
0.6 0 0.998 0.186 0.016 0.928
0.8 0 1.000 0.734 0.000 0.470
1 0 1.000 0.968 0.000 0.064
1.2 0 1.000 1.000 0.000 0.002
0 0.5 0.130 0.000 0.964 1.000
0.2 0.5 0.640 0.000 0.578 1.000
0.4 0.5 0.956 0.022 0.090 0.996
0.6 0.5 0.998 0.334 0.002 0.842
0.8 0.5 1.000 0.858 0.000 0.288
1 0.5 1.000 0.986 0.000 0.040
1.2 0.5 1.000 1.000 0.000 0.000
0 0.8 0.746 0.000 0.412 1.000
0.2 0.8 0.976 0.058 0.054 0.982
0.4 0.8 1.000 0.478 0.002 0.698
0.6 0.8 1.000 0.920 0.000 0.174
0.8 0.8 1.000 0.998 0.000 0.014
1 0.8 1.000 1.000 0.000 0.000
1.2 0.8 1.000 1.000 0.000 0.000

AR(1) parameter = p. Tests are one-tailed, at level of significance 0.05. Tests based on
tapered estimators dgsgr with m = 36, and variance approximation of Equation (11).
Alternative hypotheses are long memory (d > 0), difference stationarity (d = 0.5), trend
stationarity (d <0.5) and mean reversion (d <1).
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7. APPLICATIONS

Here, we report results on c?GSE and c?GSET for several scientific and economic
data sets. Two of the data sets were previously analyzed in Deo and Hurvich
(1998): seasonally adjusted monthly temperatures (in degrees Celsius) for the
northern hemisphere for the years 1854—1989 as given by Beran (1994, pp.
257-61), and the natural logarithms of the daily levels of the S&P 500
composite stock index from 2 July 1962 to 29 December 1995, not adjusted for
dividends, taken from the Center for Research in Security Prices Database. The
remaining data sets are monthly economic series from January 1957 to
December 1997, taken from the International Monetary Fund’s International
Financial Statistics CD-ROM. These series are the consumer price index (CPI)-
based inflation rates for the USA, the UK and France, as well as the US log real
wages (manufacturing) and log industrial production. All of these series are
seasonally adjusted. The CPI-based inflation rate is defined as the first difference
of the log of the CPI. Real wages are defined as the ratio of hourly earnings to
CPI. Time series plots of the data (not shown here) indicated that the global
temperatures, S&P 500 and industrial production series had roughly linear
trends.

The estimates were calculated as described in Section 6. For each data set,
the value of m was selected based on an examination of a log—log plot of the
tapered periodogram of the differences. Frequencies corresponding to periods of
1 year or less were avoided when this seemed to be warranted, i.e. for the
global temperatures and real wages. For the S&P 500 data, m was taken to be
n*%, and no discernible seasonal peaks were found in the periodogram. Table
IIT presents the values of n, m, the estimates of d, and approximate standard
errors from Equation (11) and the formula that follows it.

It is seen from Table III that all series studied exhibited statistically
significant long-memory effects. For the inflation series, there were substantial
differences between the nontapered and tapered estimates. For the S&P 500
index, the estimated value of d did not differ significantly from unity,

TABLE III
NONTAPERED AND TAPERED GAUSSIAN SEMIPARAMETRIC ESTIMATES OF d FOR SEVERAL DATA
SETS

Data description n m c?GSE EGSET
Global temperatures 1631 130 0.54 (0.047) 0.45 (0.060)
S&P 500 Stock Index 8431 1383 0.99 (0.014) 0.99 (0.018)
Inflation, USA 490 40 0.70 (0.093) 0.57 (0.123)
Inflation, UK 490 40 0.44 (0.093) 0.33 (0.123)
Inflation, France 490 40 0.43 (0.093) 0.67 (0.123)
Real wages, USA 491 35 1.30 (0.092) 1.43 (0.121)
Industrial production, USA 491 100 1.27 (0.058) 1.34 (0.075)

dgse and dgsgr are the nontapered and tapered estimates, respectively. Approximate standard errors
are given in parentheses.
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indicating long-term market efficiency. The inflation series and the global
temperature series had estimated values of d that were significantly greater than
zero and less than one, indicating mean-reverting long memory, but the values
were typically not significantly different from 0.5, so that definitive conclusions
on the stationarity of these series cannot be made. Industrial production and
real wages both had estimated values of d that were significantly greater than
unity, indicating a fractional unit root.

8. INVARIANCE TO POLYNOMIAL TRENDS

There are situations where it is desirable that an estimator of d be invariant to
quadratic or higher-order polynomial trends in the levels {x,}. For example,
Velasco (1999a) found evidence of a quadratic trend in logs of nominal US
production worker wages in manufacturing. For each positive integer p, there is
a Kolmogorov taper which is of order p in the sense defined in Velasco (1999a,
p. 339). Any taper of order p, if applied to {x,}, will yield a tapered
periodogram that is invariant to polynominal trends of order p — 1, provided that
the tapered periodogram is evaluated on the grid 4,, 42,, . ... Thus, for nominal
wages, Velasco (1999a) found it appropriate to use a Kolmogorov taper of order
3 or higher. As a price paid for protection against higher-order trends using
Kolmogorov tapers of order p, the corresponding tapered GSE estimator has an
asymptotic variance that increases with p and exceeds p/4m.

Here, we propose to use the taper {hp } i.e. the (p — 1)th power of {4}
given by Equation (3), to attain invariance to polynominal trends of order

p — 1, and compare these tapers with the corresponding Kolmogorov tapers
Generahzlng the case p =2 considered previously, we apply the taper {h?~ }
to the (p — 1)th difference {y,},_, of the original series {x,}. This differencing
will remove any (p — 1)th-order polynominal trends in {x;}, but the resulting
{y:} may be strongly noninvertible, a problem that is remedied by tapering. We
will assume throughout this section that {y,} is weakly statlonary with mean u
and spectral density f(l) God 2% as 1 — 0, where dy €(—p+1/2,1/2).

We note that {hp } with p =1 corresponds to no taperlng, and that the
modulus of {A?~ } with p =3 vyields the cosine bell taper. This helps to
clarify the role of the coefficients 0.25, 0.5 and 0.25 in Equation (2) for the
cosine bell: they are proportional to the binomial coefficients

2 2 2
(6)- () ()

Although {h?"'} is not of order p as defined in Velasco (1999a), it does
have a Fourler transform that decays rapidly. Specifically, define D! (/1)
S lhp exp(iAt). It follows from Equation (3), the binomial theorem and
some elementary calculations that
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A {i(n+1)/1}1“ p—1 . sinni/2
DP@_<§> P\ Z( k )H) snG i 12

k=0

It follows that DT(/I ) =0 for j=1, — p, so that the tapered Fourier
transform of {y,} is invariant to shlfts in { y,} and therefore to (p — 1)th-order
polynomial trends in {x,}. This invariance is achieved without the need to
restrict attention to a coarse grid of Fourier frequencies, as is necessary for the
Kolmogorov tapers applied to {x,}. To describe the decay properties of DE(/'L),
we have the following lemma.

LEMMA 0. There exists a finite constant K depending on p but not on n such
that

IDL()| < Kmin(n, n' ?|A| 7)A€ [-x, a).

Let dGSET , denote the tapered GSE estlmator of dj based on {»} as
defined in Section 4, but using the taper {h?~ } and replacmg A; by 27j ,/n,
where j » =7+ (p—1)/2. Using Lemma 0 together with ideas from the proofs
of Theorems 1 and 2, it can be shown that dGSET , is asymptotically normal
with mean d; and variance ®,/4m, where

o _ g PR al2p - DI{Ep - 3)/2)
P e TH@p - D/2JTAp - 3)

For example, we have ®; =1, ®, =3/2, &3 =35/18, 4 =2.31. The first
expression in (13) for ®, is a generalization for complex-valued tapers of the
expression given on p. 101 of Velasco (1999b). We can use the right-hand
expression in (13) together with Stirling’s formula to show that, as p — oo,
®, ~ (pr/2)'/2. Thus, the asymptotic efficiency of dGSET , relative to the
correspondmg tapered GSE estimator based on the Kolmogorov taper of order p,
which exceeds p/®,, can be made arbitrarily large by taking p sufficiently
large.

The proof of Lemma 0 (given in the Appendlx) reveals a curious duality in
the roles played by differencing for the taper {4?~ } From Equation (12), it is
seen that, apart from a multiplicative factor of modulus bounded by unity,
D;(/'L) is the (p — D)th difference of the function 1/sin(4/2) for A at a spacing
of one Fourier frequency. The fact that a (p — 1)th-order difference renders
constant any (p — 1)th-order polynomial and annihilates any lower-order
polynomial is a crucial element in our proof that a Taylor expansion of
Equation (12) is of order O(n!~7|A|77). Curiously, the theme of differencing 1n
the proof of Lemma 0 seems to mirror the context in which the taper {A!~ }
is to be used: for the (p — 1)th difference of a time series that may have
originally possessed a polynomial trend of order up to p — 1.

(13)
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APPENDIX

Lemmas 1-5 below require A1-A4. Lemmas 6—8 require A1’—A4’. Lemma 6 is similar
to Equation (A23) of Vel, p. 116, and may be compared with (4.8) of Rob. Lemma 7 is
similar to (4.9) of Rob.

LEMMmA 1. sup@1|T(d*)\ LO, where T(d™) is defined in Equation (6).

LEMMA 2. P{infg, S(d*) <0} — 0, where S(d*) is defined in the proof of
Theorem 1.

LEMMA 3. There exists a finite constant C such that, for all sufficiently large n,
E|1T/g/\ C,j=1,..., m, where gi= Gy /1

LeEmMA 4. E(1] — f)/f OGPy and E{w[w} —a;/Qm)}/\/f; =00, uni-
formly for j=1, 2
LEMMA 5

> earl, - 1)' L0 where 7= r+1/2.

J=1

m—1 7 Z(A*d:)+11
m 72

r=1

LEMMA 6. For 1 <r<m, Z;:l(]}/gj ZnIT) = 0p(r' P2 4 log r + r#1 /0Py as
n — oo.

LEMMA 7. For 1 <r < m, Z;:l(Zn];fj —1)=0,(r'/?) as n— oo.

LEMMA 8
1 & T d
Wz;uj(znlgj — 1) SN, ®)
=
where ® = 1.5.

PROOF OF LEMMA 1. For any nonnegative random variable Y, if € < 1, we have
P(llogY| = e) <2P(|Y — 1| = ¢/2). (A1)
Thus, supe, |T(d*)| 0 if
G(d™) — G(d™)

A2
CH G(d™) (A2
2Ad*—d})

2d* —df)+ 1 < ) 0 ‘
22 T/ T ONT(L ~1| =0 A3
up - ; " (A3)

and

‘m_l > logj— (log m — 1)‘ —0. (A4)

J=1

Lemma 2 of Rob establishes (A4). Since d* — df)k > —1/2 for all d* € ©, Lemma 1 of
Rob can be applied to yield (A3). Combining (3.9)—(3.13) of Rob, we find that (A2) holds
provided that
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ml(?>2(Ad§)+ll r <1T, ) .
— — L _1]|=0 (AS)
and
1 m IT
— Z<—1—1> 2o. (A6)
mis=3\Ef

It remains to demonstrate (AS) and (A6). We will prove (AS) since the proof of (A6) is
similar. We have

" enIT 1
L= (1-Z)V LT o 1D+ Qall, — 1).
& ( 5) e S N

Using Lemma 3, and arguing as immediately below (3.16) of Rob, we conclude that
m—1 7 ~\ 2A—dg)+1

r 1

E _ —

G @

Lemma 4 together with the tapered analog of (3.17) of Rob yields

T 10277 — o —B/2 £
E|]j ‘aj| Isj' =0(J fj)
Arguing as in Rob, p. 1637, we find that

r

AR
Z<l ff) &

Jj=1

m—1 2 2(A—dg)+1 1 ' . -
E;(E) 72 ;Zf(]j = legl™ )| — 0.
It remains to show that
m—1 7 Z(A*d:)Jfl 1 r T b
Z_;(E) = ;(angj— | 2o. (A7)

The validity of (A7) is established by Lemma 5. This completes the proof of Lemma 1.

PROOF OF LEMMA 2. Lemma 2 follows from Lemmas 3 and 4, using a proof along
the lines given in Rob, pp. 1638—40, and in the proof of Theorem 5 of Vel.

PROOF OF LEMMA 3. Lemma 3 follows from an argument similar to that used in the
proof of Robinson (1995a), Theorem 2.

PROOF OF LEMMA 4. The first part of Lemma 4 follows from the proof of Theorem
6, part (a) of Velasco (1999a, pp. 341, 354-360). The original result was given for a
tapered Fourier transform of the levels {x,}, assumed to be invertible, using a taper of
order p = 2 as defined in Velasco (1999a, p. 339). Velasco’s original proof goes through
with a few minor changes for the wT, which are based on the differences {y,}, even in
the noninvertible case —1.5 <0l(’)k < —0.5. Define

K'() = |DT()I?

1
27> | h|?

where DT(1) = Y7 h,exp(iAf). It follows from Lemma 0 with p =2 that K'(4)
< constant X min{n, n3|A|7*} for 1 € [—, 7]. (An identical bound holds for the tapers
of order p = 2 considered in Velasco (1999a).) It can be shown that
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D) = 7D(/1) D(lJr/l])exp(fz%l)

where

A sin(nd/2
D,A) = exp{i(n + 1)5} %

is the Dirichlet kernel. It follows after some algebraic manipulations that KT(:)
is symmetric about A= —A;,, ie. that K'(—4;,+A)=K"(—4;,—A). Since
J* K'(A)di =1, we have

E(l} = fp) = J {fQ) = [ 23K Ay — A) di.

The interval of integration [—ur, ;t] is partitioned into the subintervals [, —¢],
[—& =4 [=4jp2, A2l A Aginels [As 1[25. € ] and [e, 7], where ¢ is a
fixed number in (0, r) such that f(1) < constant X (M o for |/'L\ 6 (0, €). Bounds in
these subintervals for the absolute value of the above integral can be obtained as in the
proof of Velasco (1999a), with a slight modification for the subinterval [A(j11y/2, A@3j41)/2]5
which we now present. Using Assumption Al, we have

}“(3j+l) 2
j SO — ) KT — 2 dﬁ’

A jeny2

A2
J, { Q1o+ 1) = fA1)}K (<A1 — A) di‘

Jl2

}.//2
[ Grm+oa g m—m&]

Aj2

A2 . i
< |f,(lf)| J . /,{KT(—/‘[,I/Z — A) d/’{‘ +lj:ﬂ—2dUO{J /
—Ajj2

APKT (A1), — ) da},
71’.//2

The first term on the right is zero, since the integral is

(4i/2
J MK (A1 —2) — K" (=412 + D)} dA = 0.
0

Using the bound given earlier for KT, the second term on the right can be shown to be
O(f - ~P). Using this together with the bounds for the other subintervals, we obtain the

desired result, E(IT — f)]f; = 0(P).
The proof of the second part of Lemma 4 is similar. First, it can be shown that

The bound analogous to the one shown above can be obtained from Assumptions Al and
A2, which imply that for 1 € [—4,/,, 4;),],

i = A) = @y 2) = A’ Gy o) + OG0 21P).
This leads to the conclusion that

Ji(31+1>/2 {@ 3 M
2 27

}KT(AJ —2) di' =0(/fii ).

Ajen2
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Bounds for the other subintervals can be obtained in a straightforward manner.

PrROOF OF LEMMA 5. We have

Zﬂlgj_l = Z”l |252—1 +—— ZZh heexp{i(s — DA }ese,.

Z\hu\ Z|h ey
Z(zm 71)' ‘7i|h,|28§71

n7l<;)2(Ad(T)+l 1
—~\m 72 ‘5

m—1 2(A—dy)+1
2.()
p rzzu, &

By Theorem 2.23, p. 44, of Hall and Heyde (1980),

|h 22— 120
Zh|Z

so the first term on the right of (A8) is op(l). Now,

‘ZZh h,ess,Z exp{i

s#EL

i z 2(A7(710)+1l
m 7

Z Z hohi€s€, Z exp{i

sF#t

(A8)

sF#L

= 2ZZiZ exp{i(s — £)A;} exp{—i(s — DA}

j=1 k=1 s=1 t=1

= ZZZZ exp(isA j— k)z exp(—ith;_i) = 2m?

J=1 k=1 s=1
so the expectation of the second term on the right of (AS) is

m 2(A— d )+1
0{2(%> ; m;f)} = O{m™ N7 1 (log mym ™"} = o(1).

PROOF OF LEMMA 6. We have

r [;F . r
Z E_Zﬂlfj ‘ ;

=1 \ &/

E J

f;

— anT

It

7T
_J
f;

L3k
=1

T
4
gf
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Furthermore,
[/T‘ T 1 T T 24T —B/2
E E—Zﬂlej :EEV,- —2afil;)| **EU i I;[ = OG™")

by the tapered analog to (3.17) of Rob, and Lemma 4. Thus,
S ENT/fy =2l = O P 4 log r)
j=1

where the log r term appears if § = 2. Using Lemma 3, we obtain

ro T T roT |
EY b Ll el ‘
=& I =1 Iil g

(g o) e
&

since, by Assumption Al’, f;/g;—1= O(/lj’f).

PROOF OF LEMMA 7. Define ds = (3_|h.[*)™'377_, exp(isi,). Then

P -1 5 n
Z(Zn[ -1 = Z (Z hu|2> Z he,exp(il ;1) Zﬁses exp(—id;s) — 1
j t=1 s=1

Jj=1 Jj=1

-1
- V(Z|hu|2> Zlh P(e2 — 1)+ZZe,eS2Re(h hyd,—).  (A9)

t=2 s=1

Clearly, |dy| < r/> |h,|*. Furthermore, |d,| = |d, | for all s, and for 1 < s < n/2 we
have

2
|dS| =
n

iAs) — 1' < g(\sin(/ls/Z)\’l + 1)< 3
n S

The first term on the right-hand side of (A9) has mean zero and a variance of or-
der  O(r?/n), since > |h,)*=0(n) and |h;]=<1. Note that [Re(h d, ;)<
|hihgd; 5| < |d;_s|. The second term on the right-hand side of (A9) has mean zero and
a variance of order

n_ t=1 n
O(Zz: = |d”|2> B O("; 'd*‘|2> =o0n; <‘> 3 =00

[n/r]

PrROOF OF LEMMA 8. Define

Cp =

2 Z v; exp(id;r).

1
Z | hul? vm J=1

Since Z;":lvj =0, we have ¢y = 0, and
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2 m 2 m
—N v,eall, -1y =—=21x> v;I}
\/mj:zl J &j \/m FZ] JTe

Z i \/mZU/Z e, exp(id; t)z hses exp(—id;s)

—ZZh,sth E4Ci_g

t=1 s=

= COZV’ \282+228t852Re(h e, 5)7222,

t=1 s<t

where z, = &,y s<&;C(s, t) with z; =0, and
_ 1 _ _
C(s, 1) = Re(h hsc—5) = *(hthsct—s + hihge—y).

Since {g ]} is a martingale difference sequence, so is {z;}. We need to show that
S 1z,—>N(O ®). This will follow from both

> EE|Fi) - oo (A10)
t=1
S E{Zx(z|>0)} —0  forall6>0 (A11)

where y(-) denotes an indicator function (cf. (4.12) and (4.13) of Rob). First we prove
(A10). We have

n n t—1 n
Y E@|F ) - = {ZZ C(s, 1) — d)} + ZZ(e 1)C(s, 1)
t=1

t=1 s=1 t=1 s=

n t—1 t—

2
=1

1
e.e,C(s, H)C(r, 1).
=1 s=1 r#s

Denote the terms on the right-hand side of the equation above by 7}, 7, and T3,
respectively. At the end of this proof, we will show that 7 — 0. As for 7, we have
E(T,) =0, and we can write

n—1 n—t
Z(e -1 Z C2(s, t)—Z(s -1 Z C(1, 5) = Z(sff DY C(tu+t 1),
=1 u=1

s=1 t=s+1 t= s=t+1

Since, for v<t¢, E(ef — 1)(812) — 1) =0, we conclude that

n—1 ( n—t 2
var(T>) = O Z{ZCZ(I,S—I—O} .

t=1 | s=1

Since C(t, s + t) = Re(hy h,c;) and since |h] =<1 for all ¢ we have
|C3(t, s + )| < |cs|*. Thus,
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n=1 [/ n—t 2
var(T) = 04 > (Z |csz>
s=1

t=1

As in (4.20) of Rob, |cs| = O(m'/>log m n~ '), so the argument on p. 1646 of Rob with
|cs| in place of the ¢, of Rob implies that var(7,) — 0, so T = 0,(1).

As for T3, we have E(73) = 0. Furthermore, var(73) = o(l) by an argument that
proceeds as follows. First, an expression analogous to that below Equation (4.22) of Rob
for var(T3) is obtained, with C(-, -) replacing his ¢,. Next, the bound |C(¢, s + )| < |¢]
allows us to bound var(73) using the bounds of (4.23) and the equation immediately
below of Rob (pp. 1646-47), which continue to hold when his ¢? is replaced by our
lc/|* as can be shown using the analogs of his bounds (4.20)—(4. 22)

The proof of (All) follows the argument of Rob, p. 1647. We check the sufficient
condition "'  E(z}) — 0. The left-hand side of this is bounded by constant
X n(>.0_i|lci|*)?, by an argument similar to the one given above, combined with the
arguments of Rob p. 1647. This expression, in turn, is O{(log m)4 /n} by an analog to
(4.22) of Rob, p. 1646.

We now prove that 7; — 0. We use ideas from the proof of Lemmas 6 and 7 of Vel
(pp. 121-126), although our argument is simpler due to the special properties of the
new taper. For arbitrary complex sequences {at} {Bs}, {y.s} it can be shown that

Zzaﬁs% 5= Zﬁ Zasm/s (A12)

t=1 s=

It can also be shown that

n—1 n—t
1
Z | 2 |54 cOS(s;) = 3

t=1 =1

: &2
Re Z I3 Z h,ﬂ exp(—il;s) = 3 Zl h, exp(il;t)
=

Using (A12)—(A14), and noting that C?(s, ¢) is real, we obtain

4 Z Z C¥s, 1) = Z i(h AR 4 2P e )

t=1 s= t=1 s=

=2Re Zh th+s 3+2Z‘h| Z'hﬁ—t‘ |Cs‘2
- m(ZIh mzZZ"’”"

j=1 k=

Z | |* exp(id; 1)

——Zlh [t (A1)

=1

1 n
—EZ hft (ALY

t=1

n—1 n—t
{2 Re Z h Z htﬁexp(—iﬂ.ﬁks) +2 Z |h,|? Z |hgy o cos(sljk)}
t=1 s=1
- sz"’”k

j=1 k=
X{
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For the new taper {%,} given by Equation (3), and for j, & in the range 1, ..., m, it can be
shown that

2
) j+](l) t eXp(l./lj,kl‘)

oGtk = 2+ -k -k =1
:EX(]JF = )JFZ}C(]* :O)JFE%(U* | =1).

Since

and since Y |h,|* = n/2, we obtain

2m1

42202@ )7m(n/2)2 16 1+4Zv + 820/ i1

log? m 4 & 1
:O( ) %Z (1+05)+O E;'UJHU'FH —UJ

From Rob, p. 1645,

1 & log?
pv-iso(tEn)
m m

J=1
Furthermore,
Vi1 — v;| = [log{(G + D/j} = [log(1 + 1/)| = O(1/}).
Thus,

n t—1

log? m

C(s, t):1.5+0( >:<I>+o(1).

t=1 s=1

PROOF OF LEMMA 0. We suppose p > 1, s1nce it is well known that Lemma 0 holds
when p = 1. Since |h/| <1, it follows that |h7~'| <1 and hence |DT(4)| < n. We now
show that |DT(/1)| < Kn'= 7 |/1| ~? for 1/n < |A| < m. From Equation (12), we have

S p—1 k 1
Z( k )(’1) sin(/1+zk)/z"

k=0

DT =<

If g(A) = 1/sin(A) and gP(1) = 9L g(1)/OAL, then by Taylor’s theorem with remainder,

A+ A 1 215 bA/2) (nk> 2 P(Ep) (nk)”
g< 2) sm(/l/z)+Z Ll Z) T\

1

where /2 < &; < (1 + 1;)/2. Tt follows that

© Blackwell Publishers Ltd 2000



178 C. M. HURVICH AND W. W. CHEN
D) O [ —_—
—~\ Kk sin(A + A4)/2

& “(A/z)< )L ”'(p—l) . "‘(p ) kgp(sk) (nk)
(—DFkE 4+ (-1)

(A15)
We will show below that
C
8P < L+L1a> L=1,2¢€(0,n] (A16)
where C| is a constant depending on L, and that
p—1
P—1\, jk,_JO ISsL<p-2
;( k )( D ‘{(—nf’*‘(p—l)! L=p-1 (A17)

Thus, the first term on the right-hand side of Equation (A15) is
g 2/ mP T (=D = O{n' P sin” P(A/2)} = O(n' " |A[)

and the second term is
p—1
O{n P Z |g(p)(§k)kp} =0(n" pwf(ml)) — O(nl’*"w*p)
k=0

since |A| >1/n.
It remains to prove Equations (A16) and (A17). It can be shown by induction that

gP() = (=) L sin () cost(R) + h(R)

where A(A) is a linear combination of products of the form sin~%(1)cos®(1) with
0<a=<1L,0=<b =< L, so Equation (A16) holds. To prove Equation (A17), for a given L,
define h(x) = x%, a polynomial in the real variable x. Define the differencing operator A
by Ah(x) = h(x) — h(x — 1). Then Ah(x) is a polynomial in x of order L — 1 with leading
term Lx“~!. It follows inductively that A“A(x) = L! and A™h(x) = 0 if m > L. For any
integer m = 1,

( (=D*h(m — k)

A" ) = 3
k=0
() et
k=0

5

m
= (=" Z( k)(—l)kkL

k=0

y
fz

0 I1sLs=m-1
= (A18)
m! L=m.

Equation (A17) follows on setting m = p — 1 in Equation (A18).
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