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AESTRACT 

Are na tu ra l  language systems f o r  database queries meeting 
t h e i r  goals? And, a r e  these  goals  appropriate? The recent ly  
completed Advanced Language Projec t  a t  New York University 
combined a  f i e l d  experiment with two labora tory  s tud ies  t o  
examine these  i s sues  by comparing performance between subjec ts  
using t h e  formal database language SQL and srihjects using t h e  
proto type  na tu ra l  language system, USL. This paper describes 
t h e  design and r e s u l t s  of  t h e  l a r g e r  labora tory  e q e r i m e n t .  
The r e s u l t s  presented o f f e r  some promise f o r  t h e  u s a b i l i t y  o f  
n a t u r a l  language under c e r t a i n  condi t ions .  
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Natura l  language ( f o r  example, English)  appears t o  be t h e  most 

c o n t r o v e r s i a l  among t h e  language i n t e r f a c e s  t h a t  have been proposed 

f o r  d i r e c t  i n t e r a c t i o n  with databases.  Due t o  the  t a s k  

c h a r a c t e r i s t i c s  of database querying, n a t u r a l  language query systems 

have d i f f e r e n t  s t r u c t u r e  and goa l s  than o ther  computer n a t u r a l  

language systems, such as systems f o r  text generation. Are these  

query systems meeting t h e i r  design goals? More importantly,  a r e  these  

t h e  "appropriate" goals? These seem t o  be the  major ques t ions  f o r  

which no conclusive answers have y e t  been given. 

A r e c e n t l y  completed s tudy a t  New York Universi ty c o n s t i t u t e s  a 

s t e p  toward resolv ing some o f  t h e  i s s u e s  pe r t a in ing  t o  the  use o f  

n a t u r a l  language f o r  database quer ies .  The o v e r a l l  approach involves  

a combination of explora tory  f i e l d  eva lua t ions  with con t ro l l ed  

l abora to ry  s tud ies .  After a b r i e f  survey of  n a t u r a l  language query 

systems and i s sues ,  t h i s  paper desc r ibes  i n  d e t a i l  a labora tory  s tudy 

which was conducted as p a r t  of  the  p r o j e c t .  

BACKGROUND ON NATURAL LANGUAGE SYSTEMS 

The term "natura l  language systemN has  been used t o  r e f e r  t o  many 

computer systems i n  d r a s t i c a l l y  d i f f e r e n t  a p p l i c a t i o n  domains, e.g, 

f o r e i g n  language t r a n s l a t i o n ,  text genera t ion ,  computer programming, 

conversa t ional  problem so lv ing ,  and question-answering. Even though 

a l l  these  systems have a common c h a r a c t e r i s t i c ,  namely a n a t u r a l  

language (German, English, etc.) i n t e r f a c e ,  they have d i f f e r e n t  g o a l s ,  

and the re fo re  e x h i b i t  unique p r o p e r t i e s .  For ins tance ,  a system 

having the  goal  o f  genera t ing  poe t ry  w i l l  be inappropr ia te  f o r  
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conversa t iona l  problem solving.  A s  a consequence, i t  is important t o  

i s o l a t e  t h e  i s s u e s  i n  each category o f  n a t u r a l  language systems and t o  

exp lo re  t h e  u s a b i l i t y  of n a t u r a l  language i n  the  l imi ted  domain. 

Natura l  language (NL) systems f o r  querying a database have shown 

t e c h n i c a l  f e a s i b i l i t y  and promise o f  p r a c t i c a l  use, as evidenced by 

t h e  l a r g e  number of experimental systems [2, 7, 12, 19, 32, 331, and 

t h e  commercial a v a i l a b i l i t y  o f  a t  least one such system [ I ] ,  Yet, 

t h e r e  is no s c i e n t i f i c  evidence t o  permit  conclusive s ta tements  as t o  

t h e  u s a b i l i t y  of na tu ra l  language f o r  database i n q u i r i e s .  

Even among NL systems f o r  querying a database,  s u c c i n c t  

phi losophica l  d i f f e rences  e x i s t .  These are discussed i n  the  context  

o f  t h e  NL system under study. 

The Design Goals of Natural Language Systems f o r  Databases - 

The system used f o r  t h e  experiment is USL (User S p e c i a l t y  

Languages ) , a pro t o  type n a t u r a l  language query s y s  tem [ 12, 18 1, USL ' s 

aims can be summarized as :  1 )  economically al lowing u s e r s  t o  i s s u e  

ques t ions  (quer i e s )  t o  a database i n  a n a t u r a l  language (e.g.,  German, 

English,  Spanish), and 2 )  t o  quickly  rece ive  well-formatted meaningful 

responses. The design goa l s  and s t r u c t u r e  o f  USL, shared  a l s o  by 

o the r  NL systems (e.g. INTELLECT [ I ] ) ,  are described below. 

Type of System - The r a t i o n a l e  f o r  providing a n a t u r a l  language 

i n t e r f a c e  is t o  g ive  use r s  d i r e c t  a c c e s s  t o  databases.  Frequent 

r o u t i n e  quer ies  can o f t e n  be incorpora ted  i n t o  s impler ,  menu-driven 
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systems; it is the  a p p l i c a t i o n s  with non-standard, ad-hoc q u e r i e s  t o  

which USL is di rec ted .  In t h i s  r e spec t ,  t h e  user i n t e r a c t i o n  wi th  USL 

is similar t o  t h a t  of formal query languages required by most da tabase  

s y s  tems ( e . g . the  language SQL [ 5 1 ) . 

The developers of USL put  the  onus of  understanding t h e  n a t u r a l  

language almost e n t i r e l y  on the  system itself .  They aimed t o  avoid 

t h e  c l a r i f i c a t i o n  dialogue approach t o  language understanding,  where 

each query the  user poses is followed by an often-lengthy d ia logue 

between the  system and the  user  i n  order  f o r  the  system t o  i n t e r p r e t  

t h e  o r i g i n a l  query [3, 331. Figure 1 p resen t s  an example o f  t h e  

i n t e r a c t i o n  between USL and its users .  The same dia logue using SQL is 

presented i n  Figure 2. 

I . . . I 
I USER: how many alumni have no donations? I 
I I 
1 SYSTEM: 
I 3679 

I USER: list a l l  t h e  alumni who l i v e  i n  d e t r o i t  I 
I I 
I SYSTEM: I LASTNAME I FIRSTNAME / CITY I 1 .................................... I 

I jones I douglas I d e t r o i t  I 1 
I ... I ... I ... I I 

I . . . I 

Figure  1: USL Session 
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I 

I . * *  I 
I USER: select count(unique id) 1 
I from donors I 
I where donors.srccode = 'all and I 
I donors.id not in I 
1 (select unique id I 
I from giftsummary); I 
I I 
I SYSTEM: 
I 3679 
I 

I USER: 
I 
I 
I 
I 
I SYSTEM: 
I 
I 
I 

select lastname, firstname, city 
from donors 
where donors.srccode = 'all and 

donors.city = 'detroit'; 

I LASTNAME I FIRSTNAME 1 CITY I .................................... 
I jones I douglas I detroit I 
I ... I ... I ... I 

Figure 2: SQL Session 

of Users - The intended users of USL are application specialists, 
including analysts, clerical workers, planners, and management. The 

system was planned for both frequent and infrequent users. 

Accordingly, USL is designed so that users would not be required to 

have any programming or database skills or extensive linguistic 

knowledge. The only demand USL purports to make on the user is 

sufficient familiarity with the application to be able to compose 

meaningful queries. 
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Type of Use - - The developers' aspiration was to develop a system 

structure that would enable USL to be transferred to new applications 

and to other natural languages (e.g. Spanish) quickly and 

economically. This goal distinguishes USL from the Special Purpose 

Language and Data Retrieval Systems [351, which are highly tailored to 

the application context and therefore require large economic and time 

commitments for each implementation. At the other extreme, the 

developers of USL also rejected the prohibitive nature of a system 

encompassing the entire English language. Instead, the developers 

tried to strike a balance between these polar cases in attempting to 

design a strong core system for analyzing English queries, while 

requiring some application-specific vocabulary to be added upon 

installation of the system. In this way, the User Specialty Languages 

system is intended to economically meet the modes of expression of 

each particular user group. 

Generality and portability are primarily achieved by separating 

the linguistic component from the database system. Only structural 

database information is required for the language analysis. Natural 

language expressions are then mapped directly to high-level database 

language expressions. USL sits on top of a generalized database 

management system, and is translated to the formal language SQL [5]. 

It should be noted that USL -- does not have a general purpose deductive 

mechanism that makes inferences from an artificial intelligence-based 

knowledge representation. The utility of such a mechanism is 

traded-off for speed of execution, transportability to many 

applications, and advanced facilities offered by the database 

management system (e.g. calculations). 
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USL's s t r u c t u r e  and goals  are shared by o the r  genera l  purpose 

da tabase  query systems using n a t u r a l  language, e .g . TEAM [7 1 ,  IRUS 

[ 2 ] ,  and INTELLECT [ 1 I .  These g o a l s  have been c r i t i c i z e d  by s e v e r a l  

r e s e a r c h e r s  [231 as severe ly  l i m i t i n g  t h e  p r i n c i p l e  of  n a t u r a l  

language use,  and i n  the  long run being impract ica l .  Tennant [28] 

writes: 

"..,without extending conceptual  coverage beyond the  limits 
o f  the  da tabase  con ten t s ,  a n a t u r a l  language quest ion 
answerer can do l i t t l e  more than a formal query language. 
What's worse is t h a t  the  n a t u r a l  language version would be 
more expensive t o  run.. . t1 

Therefore,  the  i s s u e  of NL f o r  da tabase  querying raises two 

important  research  quest ions:  ( 1 )  Are t h e  goa l s  set f o r t h  by NL 

systems t h e  " r i g h t w  ones? and, ( 2 )  how well are these  goa l s  met by 

such systems? 

Experimental S tud ies  for Natural  Language U s a b i l i t y  

Most experimental s t u d i e s  with NL systems have focused on t h e  

ques t ion  of  whether t h e  system under s tudy  meets its goals .  

For ins tance ,  Tennant [281 r e p o r t s  t h a t  i n  a labora tory  s tudy 

wi th  novice-applicat ion s p e c i a l i s t s  using PLANES [ 33 1 , 275 quer ie s  o u t  

o f  402 were understood c o r r e c t l y  by t h e  system. O f  t he  117 e r r o r s  

only 40 were a t t r i b u t e d  t o  inadequacies o f  t h e  PLANES system. 

Damerau 14 1 described t h e  r e s u l t s  o f  running t h e  Transformational 

Quest ion  Answering System (TQA, formerly REQUEST) i n  a c i t y  government 

planning department. O f  788 q u e r i e s  posed t o  t h e  system over a twelve 

month period,  513 o r  65 percent  were s u c c e s s f u l l y  completed. No 
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informat ion  is given on how s u b j e c t s  were t ra ined,  what a s s i s t a n c e  

they were given during the  experiment o r  how quer ies  were scored. 

The LADDER system was evaluated by Miller e t  a1 El61 as a 

da tabase  query language and i t  was shown t h a t  users  were a b l e  t o  use 

t h e  system with some f a c i l i t y  a f t e r  an hour and a ha l f  i n s t r u c t i o n .  

The emphasis was placed on s k i l l  a c q u i s i t i o n  ( learning)  a s  i n  many 

experiments with formal database query languages [20, 21, 22, 29, 341. 

High success  r a t e s  have been repor ted  i n  f i e l d  tests with NL 

systems. For ins tance ,  Harris [8 ]  r e p o r t s  80-9075 successful  quer i e s  

wi th  t h e  ROBOT system (precursor  of  INTELLECT). S imi la r ly ,  

Krause [ 11 1 and Lehmann [ 131 r e p o r t  over 80% success with the  German 

ve r s ion  of  USL. 

Egly and Loebner [61  performed an a n a l y s i s  of four protocols  of  

s u b j e c t s  using REL [301. They found t h a t  sub jec t s  were a b l e  t o  use 

t h e i r  knowledge of  na tu ra l  English t o  d iscover  how the  fea tu res  of the  

engineered REL r e l a t e  t o  database access ;  how the  lexicon p e r t a i n s  t o  

t h e  r e t r i e v a l  mechanisms, which grammatical cons t ruc t s  a r e  permit ted,  

and which cons t ruc t s  a r e  semant ica l ly  equivalent  paraphrases. 

Some labora tory  s t u d i e s  d i d  not  cons ider  any s p e c i f i c  system and 

at tempted t o  inves t iga te  the  u s a b i l i t y  of  n a t u r a l  language f o r  

da tabase  quer ies  . For ins tance ,  Shneiderman [ 25 1 b r i e f l y  t r a ined  

s u b j e c t s  i n  SQL and then t e s t e d  them i n  an  experiment t o  determine 

whether they asked more v a l i d  q u e r i e s  i n  English than i n  SQL. He 

found no s i g n i f i c a n t  d i f f e rence  i n  the  number of  v a l i d  quer ies  asked, 

bu t  d i d  f ind  an order  e f f e c t  with t h e  English-SQL group having more 
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e r r o r s  than  t h e  SQL-English group. Also, Small and Weldon [261 

r e p o r t e d  on a l abo ra to ry  s t u d y  where novices  were t e s t e d  on a 

s imu la t ed  processor .  P roduc t iv i ty  o f  n a t u r a l  language ve r sus  SQL was 

t h e  major r e sea rch  ques t ion ,  and a s u p e r i o r i t y  o f  SQL i n  query 

fo rmula t ion  time was observed. 

Malhotra [ 141 conducted a s imu la t ion  s tudy  t o  assess use r  

requi rements  f o r  NL communication wi th  computers. One o f  h i s  

conclus ions  was t h a t  "any system t h a t  pu rpo r t s  t o  a l l ow convenient  

conve r sa t iona l  i n t e r a c t i o n  i n  English must be a b l e  t o  d e a l  wi th  

pronoun and anaphor ic  r e f e r e n c e ,  and e l l i p s e s . "  (p.168) Malhotra 

emphasizes t he  need f o r  t h e  system t o  possess  domain-specific 

knowledge so  t h a t  i t  can respond i n t e l l i g e n t l y  and f l e x i b l y  t o  

ambiguous user  r eques t s .  H e  a l s o  states t h a t  making t h e  system 

n a t u r a l  t o  use should inc lude  p r o t e c t i n g  t h e  na ive  use r  from system 

e r r o r s  and t h e i r  a s s o c i a t e d  c r y p t i c  messages such as "ERROR 1273 

ILLEGAL REFERENCE FROM 1623". 

While t hese  s t u d i e s  provide  some u s e f u l  i n s i g h t s  abou t  n a t u r a l  

language much remains t o  be i n v e s t i g a t e d .  Tennant [281 is c r i t i c a l  o f  

t h e  l a c k  of exp lo ra to ry  s t u d i e s :  

The lack  o f  eva lua t ion  o f  n a t u r a l  language p roces s ing  
research  l e a v e  s e v e r a l  c r i t i c a l  ques t ions  about  t h e  work 
unanswered. Readers a r e  unsure what concepts  are included 
i n  the system, what accomodations have been made f o r  
language v a r i a t i o n s  between u s e r s ,  t h e  r e s t r i c t i o n s  on t h e  
d iscourse  domain o r  da t abase ,  t h e  r e s t r i c t i o n s  on d a t a  
manipulation c a p a b i l i t i e s ,  and t h e  r e s t r i c t i o n s  on 
inferenc ing  c a p a b i l i t i e s .  There is u s u a l l y  no informat ion  
about  t he  match between f a c i l i t i e s  inc luded  i n  t h e  system 
and the  a c t u a l  needs o f  t h e  users .  In  a d d i t i o n  t h e r e  is 
l i t t l e  information on what kind o f  performance would be 
required of a n a t u r a l  language processor  t o  a l l ow u s e r s  t o  
c a r r y  out  t a s k s  a t  va r ious  l e v e l s  o f  complexity (p.  3 ) .  
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A Research P r o j e c t  Combining Laboratory and F i e l d  Evaluat ions - -- 

We have argued t h a t  the re  are two major ques t ions  f o r  the  

u s a b i l i t y  on n a t u r a l  language as a database query language. F i r s t ,  

are n a t u r a l  language systems s e t t i n g  the  appropr ia t e  g o a l s  i n  

a t tempt ing t o  meet the  user needs?, and second, do they meet these  

goals? 

A negat ive  answer t o  the  second ques t ion ,  as is usual ly  the  case 

with prototype systems, makes the  determination o f  an answer f o r  the  

first ques t ion  very d i f f i c u l t .  Even though f i e l d  tests o f f e r  more 

promise than labora tory  s t u d i e s  i n  a s sess ing  t h e  u s a b i l i t y  o f  n a t u r a l  

language systems, they a r e  o f t e n  hampered by implementation 

l i m i t a t i o n s ,  and o f  course,  by the  l ack  o f  a con t ro l l ed  environment. 

We see the  combination of  explora tory  f i e l d  eva lua t ions  with 

l abora to ry  s t u d i e s  as a s t rong  research  s t r a t e g y  t o  i n v e s t i g a t e  the  

u s a b i l i t y  of n a t u r a l  language f o r  da tabase  quer ies .  Exploratory 

s t u d i e s  i n  real work s e t t i n g s  o f f e r  t h e  most l i k e l y  means o f  

i d e n t i f y i n g  c r i t i c a l  i s sues  f o r  more d e t a i l e d  s tudy i n  l abora to ry  

experiments. This  was the  approach taken f o r  t h e  Advanced Language 

Pro jec t  (ALP) where a f i e l d  test was conducted, together  with two 

l abora to ry  experiments [27]. This paper d e s c r i b e s  the  r e s u l t s  of  the  

second labora tory  experiment. 

Rather than at tempt t o  eva lua te  a n a t u r a l  language a p p l i c a t i o n  i n  

the  absolute ,  i t  was decided t o  compare t h e  performance o f  s u b j e c t s  

us ing n a t u r a l  language t o  the  performance o f  another  group o f  s u b j e c t s  

using a reference  a r t i f i c i a l  language wi th  t h e  same app l i ca t ion .  
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Since USL maps natural language queries to SQL for a database access, 

and SQL has been extensively studied [ 2 1 , 34 1 , it was decided to use 
SQL as the reference (comparison) language. 

The application domain selected for ALP was a Question-Answering 

system about Alumni of the Graduate School of Business Administration 

at New York University. The system maintains demographic and donation 

history data of school alumni, foundations, other organizations, and 

individuals. The school has over 40,000 graduates as well as over 

5,000 non-graduates who have given to the school over the past 20 

years. Eight intermediaries for the principal users of this 

application (Deans and development officers), were the subjects for 

the exploratory study. 

THE LABORATORY EXPERIMENT 

Preliminary results from the Advanced Language Project [27, 311 

indicated several issues that needed further investigation and could 

be better tackled in a laboratory setting. In particular, three major 

issues were identified: 

First, due to the large size of the field study, it was not 

possible to make a detailed evaluation of the conceptual methodologies 

employed by the users and of the word usage in requests. Word usage 

is very important for the design of a language system such as USL and 

for the development of USL applications. USL provides a set of 

application independent words as a core. It is the responsibility of 

application developers to add the words that pertain to a particular 
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application. For these two phases of creating the lexicon some 

guidance is needed. Also, the question often arises: can users be 

restricted to this lexicon without any behavioral difficulties? 

Second, the generally hostile operator environment of the field 

experiment undoubtedly introduced a large number of errors. Line 

problems, printing delays and long system delays negatively biased the 

language evaluation. Such bias is not present in a pencil-and-paper 

laboratory experiment. 

Third, in the previous laboratory study and field test, it was 

observed that "training" in USL was necessary (USL is sufficiently 

demanding in its restrictions). This new study presented the 

opportunity to test our training methodology. 

Research Questions and Hypotheses 

The laboratory study explores the following hypotheses. 

HI: There will be no difference in performance between 
subjects using USL and those using SQL. 

A paper and pencil test represents an idealized situation. The 

formality of SQL offsets the potential confusion created by having to 

learn arbitrary restrictions in USL. Also, all negative effect 

factors for performance (bad interface, no constructive feedback, 

etc.) in a field study are eliminated in a pencil and paper test. 

These factors affect USL more than SQL. 

H2: The query lengths for subjects using SQL will be 
greater than the ones for subjects using USL. 
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The SQL user is required to stay within the framework imposed by the 

syntax of the language; all needed keywords have to be referred to, 

and often precise disambiguation of attribute names (e.g. DONORS-ID 

as opposed to simply ID) is necessary. On the other hand, in English 

the user can use sentence-fragments instead of complete sentences. 

For instance, the imperative verb may be omitted, adjectives may 

replace qualifications, etc. The laboratory experiment permitted 

testing of this hypothesis for English, rather than strictly for USL 

which does not accept all fragments. The subjects' solutions need not 

be accepted by the USL system. 

H3: SQL subjects require more query formulation time than 
USL subjects. 

It should be expected that the direct adherence to SQL syntax, the 

verboseness of SQL, and its procedurality will result in higher query 

formulation times for SQL than for USL. 

H4: Training in USL (in addition to application training) 
is necessary. 

Training in USL consists of learning language and system restrictions. 

If no such training is given, subjects may use the language 

procedurally, and may employ language constructs not supported by the 

USL system (e.g. modality, passive voice). 

In addition to the above testable hypotheses, the laboratory 

study allows for the investigation of the following research 

questions: 

RQ1: Can a restricted vocabulary be enforced for the use of 
English, without behavioral difficulties? 
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This ques t ion  has a l s o  been explored i n  [ I T ]  and [ lo ] .  In  essence,  it  

refers t o  t h e  bas ics  o f  USL's philosophy; t h e  p o s s i b i l i t y  o f  def in ing 

a  manageable" vocabulary. The type  of words (grammar ca tegor ies )  

used by s u b j e c t s  i n d i c a t e  where emphasis should be placed i n  language 

and a p p l i c a t i o n  design. 

RQ2: Do sub jec t s  have similar conceptual  problem solving 
frameworks (wi th in  t h e  same language type)? 

This ques t ion  could be p a r t i a l l y  answered by the  number of  words used 

per ques t ion  and per s u b j e c t ,  as well a s ,  by inves t iga t ing  t h e  

commonality of word usage and s t r a t e g i e s  employed by s u b j e c t s  i n  

answering a question. 

Descript ion of  the  Study 

A group of 61 s t u d e n t s  with l i t t l e  o r  no p r i o r  computing 

experience were s e l e c t e d  a s  paid s u b j e c t s .  These type of use r s  have 

been r e f e r r e d  t o  a s  "novice-casual" [321; they have l i t t l e  knowledge 

of e i t h e r  programming concepts o r  of  the  a p p l i c a t i o n  domain. The 

s u b j e c t s  were divided i n  th ree  sub-groups: 

GI: USL with a p p l i c a t i o n  t r a i n i n g  (10)  

G2: USL with a p p l i c a t i o n  and language t r a i n i n g  (34) 

G3:  SQL with a p p l i c a t i o n  and language t r a i n i n g  (17) 

The number of USL s u b j e c t s  was l a r g e r  because a continuation o f  

the  study was planned i n  which two groups of  t r a i n e d  USL sub jec t s  were 

required.  The assignment of  s u b j e c t s  t o  groups was random with 

approximately even number o f  men and women, and mean years  of age and 
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work experience.  The groups were t r a ined  f o r  two hours i n  t h e  

a p p l i c a t i o n  domain (alumni donat ions) .  I n  a d d i t i o n ,  groups two and 

t h r e e  were t ra ined  i n  t h e i r  r e spec t ive  languages f o r  t h r e e  and one 

h a l f  hours.  Sub jec t s  i n  group one were given a ten  minute 

in t roduc t ion  t o  the  i n t e r a c t i o n  philosophy of  USL ( i . e .  t h e  f a c t  t h a t  

i t  is a question-answering system). This group was only used t o  test 

hypothesis  H4.  

A l l  t reatment groups were given the  same paper and penc i l  test 

c o n s i s t i n g  of f i f t e e n  quest ions.  Subjec ts  were required  t o  write the  

quer i e s  t h a t  were needed t o  answer the  ques t ions  i n  t h e i r  assigned 

language. Subjec ts  were a l s o  asked t o  i n d i c a t e  on a f i v e  point  s c a l e  

the  e x t e n t  of  t h e i r  understanding of  the  ques t ion  ( c l a r i t y ) ,  how 

c e r t a i n  they were of a  s o l u t i o n  s t r a t e g y ,  and how complex they 

bel ieved the  quest ion t o  be. The exams were graded by two examiners. 

Method - Each quest ion i n  the  exam was designed with no b i a s  toward 

USL o r  SQL. Quest ions  described problem s i t u a t i o n s  wi th  which the  

s u b j e c t s  had become f a m i l i a r  dur ing  t h e i r  t r a i n i n g .  Sub jec t s  were 

asked t o  express a query ( o r  a  series of q u e r i e s )  t o  answer t h e  

quest ion.  For example: 

Q6.- A list of alumni i n  the  state o f  C a l i f o r n i a  has  been 
requested. The reques t  a p p l i e s  t o  those  alumni whose l a s t  
name starts with an "Stf. Obtain such a list conta in ing l a s t  
names and first names. 

The problem s i t u a t i o n  has t h r e e  p a r t s ,  F i r s t ,  t h e  con tex t  is given, 

Second, some c l u e s  f o r  the  query a r e  presented.  The a c t u a l  a c t i o n  t o  

be taken is described i n  t h e  t h i r d  pa r t .  S ince  t h e  information t o  
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compose the query is s c a t t e r e d ,  t h e  answer is no t  given away t o  t h e  

USL s u b j e c t s ,  Correct  answers i n  USL (Engl ish)  and i n  SQL f o r  t h e  

above r e q u e s t  are: 

Q6.- (USL). - "What a r e  the  last names and first names of 
a l l  C a l i f o r n i a  Alumni whose last name is l i k e  S% ?It 

Q6 ,- (SQL)  . t?Select  lastname, f i r s tname 
From donors 
Where srccode = 'all and state = ' c a t  and 

lastname l i k e  ' s k l ;  

Ques t ions  d i f f e r e d  i n  t h e i r  degrees of  d i f f i c u l t y  and were placed i n  a 

const ra ined random order with an  easy ques t ion  first and a hard 

quest ion last. Care was taken t o  inc lude  r e q u e s t s  covering a wide 

range o f  language const ructs .  Writ ten i n s t r u c t i o n s  and h i n t s  were 

given, together  with reference  material. 

Tra in ing i n  SQL was s i m i l a r  t o  the  approach adopted i n  [341 and 

[20]. I t  b a s i c a l l y  cons is ted  o f  a number o f  examples a f t e r  t h e  syntax 

was learned.  Training i n  USL mainly cons i s t ed  o f  examples t o  work 

around language r e s t r i c t i o n s .  L i t t l e  emphasis was placed on t h e  

enumeration o f  the  c a p a b i l i t i e s  o f  USL (What can you do i n  English?). 

Rather, t h e  emphasis was on p resen t ing  t h e  s y s t e m t s  b a s i c  

c h a r a c t e r i s t i c s  (e.g., i n t e r a c t i o n ,  l ack  of  i n t e l l i g e n c e ) ,  and t h e  

major language c o n s t r u c t s  not  supported (e.g., sentence  fragments, 

modality ) . 
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Measures grading of exams - Five d i f f e r e n t  measures were used (see 

below f o r  d e t a i l s )  : 

1. Correctness ( sca le :  1-10) 

2. Welty-Correctness 

3.  Grammatical Correctness ( sca le :  1-5 ) USL-only 

4. English Naturalness ( s c a l e  : 1-5 ) 

5. Time and Subject ive Measures 

CORRECTNESS (1-completely i n c o r r e c t ,  10-correct).  - A measure o f  how 

c l o s e  t o  a running USL/SQL query the  s u b j e c t ' s  s o l u t i o n  is. 

WELTY-CORRECTNESS. - This measure d i f f e r s  from the  "Correctness" 

measure i n  t h a t  i t  a l s o  a t tempts  t o  spec i fy  a cause f o r  t h e  s o l u t i o n ' s  

e r r o r s .  Thus so lu t ions  can be grouped i n  d i f f e r e n t  c a t e g o r i e s .  

Another obvious advantage is the  compa t ib i l i ty  of  our r e s u l t s  with 

those o f  Welty's experiment [34]. If quer i e s  are coded us ing t h e  

first four codes, they are c a l l e d  " e s s e n t i a l l y  c o r r e c t w ,  The codes 

(adjus ted  t o  our experiment) a r e :  

'PRf - The so lu t ion  is completely c o r r e c t  
'ML' - The so lu t ion  is b a s i c a l l y  c o r r e c t .  Any small e r r o r  would 

have been detec ted  and poss ib ly  co r rec ted  by a good system, 
e.g. misspelling. 

'MOf - The so lu t ion  is again  b a s i c a l l y  c o r r e c t .  I t  may con ta in  a 
small e r r o r  i n  d a t a  s p e c i f i c a t i o n s ,  e.g. Bston ins tead  o f  
Boston. In t h i s  case, t h e  output  would have been n u l l .  

'MSf - The so lu t ion  conta ins  a minor subs tance  e r r o r .  Query ou tpu t  
would have been i n c o r r e c t ,  but  t h e  e r r o r  is poss ib ly  due 
t o  the  statement o f  the  problem, o r  a language inadequacy. 

'COf  - Correctable. The s o l u t i o n  is wrong bu t  a good system would 
have helped the  user  c o r r e c t  any s y n t a c t i c  e r r o r s .  

'XSf - Major Substance Error .  The s o l u t i o n  is no t  f o r  t h e  r e q u e s t  
a t  hand but f o r  a d i f f e r e n t  one. 

'XFf - Major Language Error .  The s o l u t i o n  does no t  fol low t h e  
r u l e s  of the language used. 

' I N '  - Incomplete Solut ion.  
'UN' - No attempt was made f o r  a s o l u t i o n  
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GRAMMATICAL CORRECTNESS - This is a subjective measure of the 

grammaticality of the subject's solution. A value '5' indicates a 

'correct' English query, while the value '1' indicates a completely 

ungrammatical sentence, even though it might be unambiguous in human 

communication. 

ENGLISH NATURALNESS. - This is a measure relating to the difference 

between fcompetence' and fperformancel in the use of English. There 

are expressions that use the English grammar rules to the letter 

(competence), but may be awkward or too verbose, and therefore are not 

natural (performance). Syntactically correct but otherwise unnatural 

solutions were given a low grade on a scale of 1 to 5. 

TIMING AND SUBJECTIVE MEASURES. - Subjects were asked to record the 

time taken for each question, as well as their perception of request 

clarity, complexity, and their confidence of a solution strategy. 

Analysis -- of Word Usage - In addition to looking at the subjects' 

solutions at the conceptual methodology and correctness levels, the 

most elemental aspects of the solutions were considered: individual 

words. General characteristics of the words used were explored: 

e-g., total number of words, total number of unique words, syntactic 

categories of words, frequency of word use per syntactic category, 

commonality of word usage, etc. All these are important for 

application development in USL. For the analysis of word usage, the 

solutions of all 17 SQL subjects were used, and compared with the 

solutions of 17 USL subjects randomly selected from the group of 

subjects trained in the application and the language. 
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Language Performance Resul ts  

Hypothesis Hf: No s i g n i f i c a n t  d i f f e r e n c e  i n  test s c o r e s  was found 

between treatments (see Table 1).  When the  Welty category scale was 

used no s i g n i f i c a n t  d i f f e rence  between the  test s c o r e s  o f  t rea tment  

groups was found e i t h e r  ( see  Table 1 ) .  The two scor ing  methods are 

highly co r re la t ed  (r=.864, p=.000, ~ 1 0 4 8 )  on a question-by-question 

bas is .  There were 44.6% and 53.3% " e s s e n t i a l l y  c o r r e c t "  q u e r i e s  

(quer i e s  coded with Welty-codes 'PRq,  'MLq, 'Mot, and 'MSf) i n  USL, 

SQL respect ive ly .  In add i t ion ,  t h e r e  were few s i g n i f i c a n t  d i f f e r e n c e s  

i n  performance f o r  individual  ques t ions  and o v e r a l l  they favored no 

language i n  p a r t i c u l a r  ( see  Table 2 ) .  These r e s u l t s  g i v e  suppor t  t o  

t h e  hypo t h e s i s .  

I CORRECTNESS Mean S. D. 1 
I I 
I USL 6.89 2.31 I 
I SQL 7.14 2.27 1 
I I 
I ....................................... I 
I I 
/ WELTY-SCALE Mean S. D. I 
I I 
I USL 5.60 2.39 I 
I SQL 5.89 2.05 I 

Table 1: Overa l l  Performance Scores 

Hypothesis E: Verboseness was no t  a c h a r a c t e r i s t i c  o f  English 

usage. There was an  average o f  21.2 words used f o r  USL r e q u e s t s  as 

compared t o  an average 33.8 of  words used f o r  SQL reques t s .  These 

r e s u l t s  support the  hypothesis.  
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1 qu. USL score  SQL s c o r e  t p USL b e t t e r ( + ) ,  I 
I no. mean s.d. mean s.d. SQL b e t t e r ( - )  I 
I__- - - -_- - - -___-_-_- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -  ................................................................ I 
I 1 8.9 1.3 9.2 1.2 -0.70 -487 I 
1 2 7.8 1.8 5.8 2.3 3.03 .006 + I 

Table 2: Correctness Score Comparison of  Languages by Quest ion  

Hypothesis 3: SQL s u b j e c t s  took s i g n i f i c a n t l y  longer t o  answer 

ques t ions  than d id  USL s u b j e c t s  (r=.  303 , p= .000, n= 1042), providing 

support  f o r  H3. 

Hypothesis H4: - USL s u b j e c t s  with no t r a i n i n g  performed very poorly 

i n  the  exam (see Table 3) .  Only 4.7% of  t h e i r  que r i e s  were 

l l e s s e n t i a l l y  c o r r e c t H  (44.6% f o r  t r a i n e d  USL s u b j e c t s ) .  They tended 

t o  answer ques t ions  by desc r ib ing  a lgor i thmic  procedures, r a t h e r  than 

d i r e c t l y  querying the  database;  t h u s  they c o n s i s t e n t l y  s tayed ou t s ide  

the language r u l e s  (Welty-correctness code 'XF'). For example, an 

answer of a sub jec t  was: 

"Please g e t  i d  o f  companies and i n d i v i d u a l s  t h a t  have 
donated more than 20000 i n  1981 from t h e  donations t a b l e .  
Take the  i d  and match up with t h e  alumni o r  company from the  
personal  information o f  appropr ia t e  t a b l e s .  L i s t  last name, 
Ci ty ,  S t a t e  and Zip of  both alumni and companies." 
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I I 
I CORRECTNESS Mean S. D. I 
I I 
/ Trained USL 6.89 2.3 1 I 
I Untrained USL 2.83 1.89 I 
I 
I ....................................... I 

I 
I I 
I WELTY-SCALE Mean S. D. I 
I I 
I Trained USL 5.60 2.39 I 
I Untrained USL 3.30 1.15 I 

Table 3: Performance of USL subjects 

While no significant differences were found between mean values 

of clarity, solution strategy, and perceived complexity and treatment, 

a significant association was found between these variables and test 

score (clarity-score: r=.238, p=.000, n=1044; solution 

strategy-score: r=.327, p=.000, n=1043; complexity-score: r=-.297, 

p=.000, n=1041). The negative association between perceived 

complexity and score suggests face validity because it would be 

expected that subjects would perform more poorly on the more complex 

questions. 

Subjects who took a shorter amount of time answering a question 

tended to do better than subjects who took longer (score-time: 

r=-.142, pz.000, n=1040). It is likely that subjects who took a 

shorter time to answer a question were more certain about how to go 

about obtaining the answer. 
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Word Usage Resul ts .  - 

I n  t o t a l  numbers, t h e r e  were more unique words used i n  USL than 

i n  SQL f o r  a l l  queries.  I n  c o n t r a s t ,  t h e r e  were more word occurrences 

used i n  SQL than i n  USL f o r  a l l  quer i e s .  

Tables 4 and 5 present  the  c a t e g o r i e s  and number of  words used i n  

both languages (USL and SQL). For each language, words were 

categor ized  a s  nouns, verbs,  e t c .  These c a t e g o r i e s  were grouped i n  

t h r e e  major types: application-dependent words (TYPE I ) ,  

applicat ion-independent  words (TYPE 11) and constant  values 

(TYPE 111). TYPE I words correspond t o  terms t h a t  must be defined f o r  

each new a p p l i c a t i o n  (e.g. verbs,  nouns, and a d j e c t i v e s ) .  TYPE I 1  

words are predefined i n  the  system core  lexicon (e -g .  p repos i t ions ,  

ope ra to r s ,  a r t i c l e s ,  e t c . ) .  TYPE I11 words a r e  t h e  values t h a t  a r e  

s t o r e d  i n  the  database (e.g. numbers and proper names). Table 6 

g ives  a summary of word usage. 
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I Categories Unique Words Occurrences 1 

I TYPE I 
I Verbs (non-imperative ) 
1 Nouns/Adjectives 
I 
1 TYPE I1 
I Verbs (imperative) 
I Pronouns 
I Operators 
I Comparatives 
I Connectives (conjunctives) 
I Articles 
I Prepositions 
1 Modifiers 
I 
I TYPE I11 
I Constant Values ( # ' s )  
I Constant Values (strings ) 

1 TOTALS 259 4478 1 

Table: 4 Word Usage for USL 

I Categories Unique words Occurrences I 
I I 

TYPE I 
Verbs (non-imperative) 
Nouns/Adjectives 

TYPE I1 
Verbs ( imperative) 
Operators 
Comparatives 
Connectives (conjunctives) 
Prepositions 

I TYPE I11 
I Constant values (#Is) 28 
I Constant values (strings) 39 

I TOTALS 180 608 1 I 
-- 

Table: 5 Word Usage for SQL 
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I TYPE I TYPE I1 TYPE 111 I ......................................... I 
UNIQUE WORDS: I 

USL 56% 24% 12% I 
SQL 50% 13% 37% .............................................................. I 

I 
I 

ALL OCCURRENCES: I 
USL 44% 45% 11% I 
SQL 28% 61% 11% I 

I 

Table 6: Summary o f  Word Usage 

In order  t o  a s s e s s  commonality of word usage among USL s u b j e c t s  

the  method o f  Mil ler  [ I71  was used. For t h i s ,  non-imperative verbs ,  

nouns, and a d j e c t i v e s  (TYPE I )  were examined. A list of t h e  top  25 

words i n  frequency of  use by a l l  s u b j e c t s  was c rea ted .  Th i s  list 

contained 6% of the  t o t a l  unique words and amounted t o  49% of  a l l  word 

occurrences. Lists were a l s o  c rea ted  conta in ing t h e  25 most used 

words f o r  each s u b j e c t ,  and the  commonality of words was assessed  by 

con t ras t ing  a l l  lists. On the  average,  each word used by a s u b j e c t  

was a l s o  used by 9.2 o the r  s u b j e c t s  (55 percent  of  t h e  most commonly 

used words were shared).  Furthermore, the  top 5 words were shared  by 

an  average of 15.8 persons (93 pe rcen t ) .  These r e s u l t s  show a n  even 

g r e a t e r  degree of commonality than those  observed i n  [17].  Miller 

observed t h a t  44 percent  o f  the  25 most commonly used words were 

shared,  and t h a t  62 percent  of  t h e  top 5 words were shared ,  The 

d i f fe rence  is a t t r i b u t e d  t o  the  h igher  degree o f  focus  f o r  t h i s  

experiment (database querying ve r sus  procedure wr i t ing  i n  Miller's 

experiment). 
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The application-dependent words that were used very infrequently 

were also examined. Words that occurred less than three times 

accounted for 44 percent of the unique words, but only accounted for 

6.2 percent of all word occurrences. This means that they could be 

dropped without serious loss of overall performance. 

I - I 
I Number of Words Grammaticality Naturalness I 
I QUESTION I 
I Mean S. D. Mean S.D. Mean S.D. I 
I ------ ------ ------ ----- ------ ----- I 
I 1 13.8 5.1 4.2 1.0 4.5 1.0 1 
1 2  26.0 1.6 3.1 1.6 3.1 1.7 1 
1 3  31 -7 9.5 1.6 0.9 1.5 1.7 1 
1 4  20.1 5.6 3.4 1.4 3.5 1.5 I 
1 5  11.2 4.8 3.8 1.1 4.1 1.3 1 
1 6  17.9 3.7 2.8 1.3 2.5 1.6 I 
1 7  37.8 11.3 3.4 1.5 3.3 1-7  1 
1 8  27.6 7.5 3.2 1.4 3.0 1.5 1 
1 9  18.9 4.7 2.5 1.3 2.1 1.4 1 
I 10 25.7 6.6 3.5 1.4 3.8 1.4 1 
I 11 9 - 7 3 -3  3.8 1.2 3.6 1.4 1 
I 12 12.9 5 - 3  2.4 0.9 1.8 1.1 I 
1 13 23.1 4.5 3.1 1.4 2.9 1.6 1 
I 14 25.0 6 - 3  2.8 1.3 2.6 1.5 I 
1 15 17.3 3 4 3.1 1.4 3.2 1.5 1 
I I 
I Totals 21.2 5.5 3.1 1-3  3.0 1.5 1 
I I 

Table 7: Frequency of Word Usage, 
Grammaticality, Naturalness. 

Careful investigation of the strategies used by USL subjects 

revealed small differences. There were also small differences among 

USL subjects on the number of words used per question as shown in 

Table 7. The table also shows the mean values and standard deviations 

for the measures of grammaticality and naturalness of the subjectst 

answers. Even after USL training, the subjects had a strong tendency 

to write non grammatical answers (mean value of 3.1 in a scale from 1 
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t o  5 ) ,  an  indica t ion  t h a t  NL systems should be more f l e x i b l e  i n  

accept ing  English requests .  S t i l l ,  the  s u b j e c t s  used f a i r l y  awkward 

and verbose expressions i n  at tempting t o  meet t h e  a r t i f i c i a l  

r e s t r i c t i o n s  of USL (mean value o f  3.0 i n  a scale o f  1 t o  5 f o r  

na tu ra lness ) .  A s  an example, they would use: "Where does the  alumnus 

whose first is john and whose last name is eas tburn  l ive?" ,  r a t h e r  

than t h e  more n a t u r a l ,  "where does john eas tburn  l ive?".  

I n  summary, USL sub jec t s  d id  not  use many words. There was a 

high degree of  commonality i n  s t r a t e g y  and i n  applicat ion-dependent  

word usage, and low frequency words were mainly synonyms t o  o t h e r  

commonly used words. 

DISCUSSION OF RESULTS AND CONCLUDING REMARKS 

The labora tory  study r e s u l t s  supported a l l  f o u r  o f  t h e  t e s t e d  

hypotheses. The study a l s o  gave t h e  oppor tuni ty  t o  exp lo re  some 

fundamental research  ques t ions ,  and we be l i eve  t h e  r e s u l t s  o f f e r  some 

evidence f o r  the  f e a s i b i l i t y  of using n a t u r a l  language f o r  da tabase  

quer ies  with a r e s t r i c t e d  vocabulary. 

No d i f fe rence  i n  sub jec t  performance was found on the  b a s i s  of  

language type. The cor rec tness  and Welty ca tegory  s c o r e s  were found 

t o  be highly co r re la t ed .  The f ind ing  of  a longer  answer time f o r  SQL 

sub jec t s  is cons i s t en t  with the  f ind ing  t h a t  SQL s u b j e c t s  had an  

average query length  t h a t  was s u b s t a n t i a l l y  l a r g e r  than t h e  USL 

average length. If one assumes w r i t i n g  t h e  query consumes a major 

proportion of query answer (response time) then i t  is reasonable  t o  
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expect  t h a t  SQL sub jec t s  w i l l  t ake  longer t o  answer a quest ion than 

USL s u b j e c t s .  

The need f o r  t r a i n i n g  t o  use n a t u r a l  language query systems which 

a r e  q u i t e  demanding i n  r e s t r i c t i o n s  (e.g. USL), may be a major reason 

of why USL s u b j e c t s  did not  perform b e t t e r  than SQL sub jec t s .  

The r e s u l t s  of  the  l abora to ry  experiment a r e  a l s o  q u i t e  

c o n s i s t e n t  with previous f ind ings  i n  o the r  por t ions  of  the  ALP p r o j e c t  

and wi th  previous research.  The f ind ing  t h a t  a l l  s u b j e c t s  scored high 

on t h e  test suggests  t h a t  both languages can be learned with a 

combination of  i n s t r u c t i o n  and p r a c t i c e .  Using the  same t r a i n i n g  

method and scor ing  method (mean percentage of  e s s e n t i a l l y  c o r r e c t  

s c o r e s )  a s  Welty, the  SQL treatment s u b j e c t  test s c o r e s  a r e  s i m i l a r  t o  

those found by Welty [341 and Reisner [211. Wel ty is  SQL s u b j e c t s  (two 

tests, n=35 and n=39) had an e s s e n t i a l l y  c o r r e c t  answer percentage of  

67.0 and 59.5 on twenty ques t ions  o f  varying degrees of d i f f i c u l t y .  

This  compares with the  average e s s e n t i a l l y  c o r r e c t  SQL s u b j e c t  score  

of 53.3 on f i f t e e n  ques t ions  of  varying d i f f i c u l t y .  In an e a r l i e r  

s tudy s i m i l a r  t o  Weltyls ,  Re i sne r ' s  SQL s u b j e c t s  had a percentage of  

e s s e n t i a l l y  c o r r e c t  scores  of  72 (n=64) using roughly t h e  same scor ing  

approach. Considering d i f f e r e n c e s  i n  s u b j e c t s ,  t r a i n i n g  methods, 

material and time, and t e s t  con ten t ,  t h e  r e s u l t s  o f  these  s t u d i e s  a r e  

q u i t e  cons i s t en t .  

We view the  r e s u l t s  of t h i s  l abora to ry  s tudy  a s  a performance 

upper bound. That is, i n  real a p p l i c a t i o n s  we would expect  o the r  

f a c t o r s ,  such a s  system loading,  da tabase  s i z e  and complexity, 

opera t ing  system environment, t h e  e x t e n t  o f  networking, l i n e  

Center for Digital Economy Research 
Stem School of Business 
IVorking Paper IS-83-74 



Page 28 

cond i t ion ,  and terminal  type t o  reduce performance below what H e  and 

o t h e r  r e s e a r c h e r s  have observed i n  l abora to ry  experiments. On t h e  

o t h e r  hand, i f  a  n a t u r a l  language query system provides cons t ruc t ive  

feedback t o  s u b j e c t s ,  then l e a r n i n g  may t ake  p lace  which could improve 

performance over t h a t  found i n  a l abora to ry  s e t t i n g .  

I n  a d d i t i o n  t o  t e s t i n g  hypotheses about the  performance of t h e  

two languages (USL and SQL), t h i s  l abora to ry  s tudy allowed f o r  t h e  

i n v e s t i g a t i o n  of  o ther  fundamental r e sea rch  quest ions.  These 

ques t ions  address  the philosophy and s t r u c t u r e  o f  NL systems. The 

r e s u l t s  here  were pos i t ive .  It seems poss ib le  t o  impose a f a i r l y  

small vocabulary i n  such systems, s i n c e  s u b j e c t s  d id  not  use very many 

words and tended t o  use some common words very f requent ly .  Also, 

a f t e r  t r a i n i n g ,  s u b j e c t s  used similar s t r a t e g i e s  i n  answering 

ques t ions .  
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