
Standard Risk Aversion and the Demand

for Risky Assets in the Presence of

Background Risk

G�unter Franke
1
, Richard C. Stapleton

2
,

and Marti G. Subrahmanyam,
3

This draft: March 30, 1999

1Fakult�at f�ur Wirtschaftswissenschaften und Statistik, University of Konstanz

Email: guenter.franke@uni-konstanz.de
2Department of Accounting and Finance, University of Strathclyde Email:

rcs@staplet.demon.co.uk
3Stern School of Business, New York University

Email: m.subrahm@stern.nyu.edu



Abstract

Standard Risk Aversion and the Demand for Risky Assets in

the Presence of Background Risk

We consider the demand for state contingent claims in the presence of a zero-

mean, non-hedgeable background risk. An agent is de�ned to be generalized

risk averse if he/she reacts to an increase in background risk by choosing

a demand function for contingent claims with a smaller slope. We show

that the conditions for standard risk aversion: positive, declining absolute

risk aversion and prudence are necessary and su�cient for generalized risk

aversion. We also derive a necessary and su�cient condition for the agent's

derived risk aversion to increase with a simple increase in background risk.

"Journal of Economic Literature Classi�cation Numbers:

D52, D81, G11."



1 Introduction

Recent advances in the theory of risk bearing have concentrated on the e�ect

of a non-hedgeable background risk on the risk aversion of an agent to a sec-

ond independent risk. For example, Gollier and Pratt (1996) de�ne a rather

general class of utility functions such that risk-averse individuals become

even more risk averse towards a risk, when a second, independent unfair

background risk is added. They compare the risk aversion of an agent with

no background risk to that of an agent who faces the background risk. They

term the set of functions under which the agent becomes more risk averse,

the class of "risk-vulnerable" utility functions. The set of risk-vulnerable

functions is larger than the set of proper risk averse functions introduced

earlier by Pratt and Zeckhauser (1987), who consider utility functions such

that the expected utility of an undesirable risk is decreased by the presence

of an independent, undesirable risk. Kimball (1993) has considered the e�ect

of the [even larger] set of expected marginal utility increasing background

risks. This led him to de�ne the more restrictive class of standard risk averse

utility functions. Standard risk aversion characterises those functions where

the individual responds to an expected marginal utility increasing back-

ground risk by reducing the demand for a marketed risk. Kimball shows

that standard risk averse functions are characterized by positive, decreas-

ing absolute risk aversion and absolute prudence. The set of standard risk

averse functions is a subset of the set of proper risk averse functions which

in turn are a subset of the risk vulnerable functions, as discussed by Gollier

and Pratt (1996, pp 1118-9). In a related paper, Eeckhoudt, Gollier and

Schlesinger (1996) extend this analysis by considering a rather general set

of changes in background risk, which take the form of �rst or second or-

der stochastic dominance changes. They establish a set of very restrictive

conditions on the utility function such that agents become more risk averse

when background risk increases in this sense.

The purpose of this paper is twofold. First we consider a smaller set of

increases in background risk than Eeckhoudt, Gollier and Schlesinger (1996)

and derive less restrictive conditions for an increase in background risk to

increase the derived risk aversion of agents. We restrict the set of increases

in the risk of background income y, with E(y) = 0, to simple increases

(see also Eeckhoudt, Gollier and Schlesinger (1995)). A simple increase in

background risk is a change �y to y such that E(�y) = 0 and �y � [=][�]0

for y < [=] > y0 for some y0. We derive a necessary and su�cient condition

on the utility function, for a simple increase in background risk to make the
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agent more risk averse. We show that standard risk aversion is su�cient, but

not necessary for a simple increase in background risk to increase derived

risk aversion.

The second and the main purpose of the paper is to investigate restric-

tions on utility functions which guarantee a more risk averse behaviour in

the presence of an increased, independent background risk, when the agent

faces a choice between state contingent claims. Changes in risk-averse be-

haviour are reected in the slope of the demand function for contingent

claims. We assume, quite generally, that the agent can buy claims on con-

sumption in various states of nature. The agent observes a set of prices for

state-contingent claims. The set of probability deated prices is denoted [�].

The higher is � for a given state, the lower is the agent's demand for claims

contingent on that state. In other words, the demand function for state

contingent claims has a negative slope. A natural extension of the notion

of more risk averse behaviour to the case of contingent claims demand is as

follows. An agent is more risk averse, if the slope of his/her demand func-

tion for contingent claims becomes smaller, at all levels of �.1 If an agent

responds to an increase in background risk by choosing a less steeply sloping

demand function at all levels, we call the agent generalized risk averse. The

agent's behaviour exhibits generalized risk aversion. In this paper we derive

conditions on the utility function for an agent to be 'generalized risk averse'.

We consider the e�ect of an independent background risk on the demand

for state-contingent claims, using an extension of the analysis of Back and

Dybvig (1993), who establish conditions for the optimality of an agent's

demand. We investigate the set of [restrictions on] utility functions such

that the agent responds to monotonic increases in zero-mean background

risk by choosing a demand function that has a smaller slope at all price

levels. In the context of this choice problem, we need to further restrict

the set of changes in background risk that are considered, to the set of

monotonic increases. A monotonic increase in background risk y is de�ned

as a change �y, where E(�y) = 0 and where @�y=@y � 0;8y. Hence a

monotonic increase in background risk is a change, �y, that itself increases

with y. The simplest example of a monotonic increase is a proportionate

increase where �y is proportionate to y. Assuming monotonic increases

in background risk we �nd that the set of generalized risk-averse utility

1Pratt (1964) has shown that an agent facing the choice between a riskless and a single

risky asset buys less of the risky asset when his/her risk aversion increases. We extend

this notion to the demand for state-contingent claims. Note that smaller slope here means

smaller in absolute value.
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functions is the standard risk-averse class of Kimball (1993). Hence, risk

vulnerability is not su�cient for background risk to reduce the slope of the

demand function for state-contingent claims.

The conditions for standard risk aversion - positive, declining absolute

risk aversion, and positive, declining absolute prudence - are su�cient for

a monotonic increase in background risk to increase derived risk aversion.

They are also su�cient for the slope of the demand function for contingent

claims to become smaller. What is more surprising is that these conditions

are also necessary for generalized risk aversion. Necessity arises from the fact

that the slope of the demand function for contingent claims must become

less steep at all possible values of �. As Kimball argues, declining absolute

risk aversion and declining absolute prudence are natural attributes of the

utility function. They are shared, also, by the HARA class of functions with

an exponent less than one. The larger set of risk-vulnerable utility functions,

used by Gollier and Pratt, is not restrictive enough when we consider the

e�ect of background risk on the slope of the demand function. Our result

adds to the case for the standard risk-averse functions to be the natural class

of functions to be used when analysing the impact of background risk.

In section 2, we look again at the e�ect of an increase in background risk

on the risk aversion of the derived utility function. Here we are concerned, as

were Eeckhoudt, Gollier and Schlesinger (1996) with changes in background

risk. However, in order to avoid the restrictive conditions on utility found

by Eeckhoudt, Gollier and Schlesinger, we restrict the analysis to simple in-

creases in background risk. We establish a new condition, a generalization of

the result of Gollier and Pratt, for an increase in background risk to increase

risk aversion. In section 3, we then introduce the problem of analysing the

slope of the demand function for contingent claims. We present our main

result: agents choosing state-contingent claims become more risk averse in

their choice, if and only if they are standard risk averse, i.e. positive and

declining absolute risk aversion and prudence is the necessary and su�cient

condition for generalized risk aversion.

3



2 The E�ect of an Increase in Background Risk

on Derived Risk Aversion

Let (
;F ;P) be a probability space on which the random variables are de-

�ned. We assume that background risk, y, has a zero mean, and is bounded

from below, y � a. The size of the background risk is represented by an

index s"R+. We assume that y is a di�erentiable function of s. We also

assume, in this section, that changes in background risk are restricted to

'simple increases'. A simple increase in background risk, which Eeckhoudt,

Gollier and Schlesinger (1995) term 'a simple spread across y0', is de�ned

as a change in y, �y, such that E(�y) = 0 and

�y � [=][�]0; if y < [=][>]y0

The agent's total income, W , is composed of an income, w, from tradable

claims, plus the background risk y, i.e. W = w + y. We assume that y is

distributed independently of w.

The agent's utility function is u(W ). We assume that the utility func-

tion is strictly increasing, strictly concave, and four times di�erentiable on

W"(W;1), where W is the lower bound of W . We assume that there exist

integrable functions on !"
, u0 and u1 such that

u0(!) � u(W ) � u1(!)

We also assume that similar conditions hold for the derivatives u0(W ), u00(W )

and u000(W ). The agent's expected utility, conditional on w, is given by the

derived utility function, as de�ned by Kihlstrom et al. (1981) and Nachman

(1982):

�(w) = Ey[u(W )] � E[u(w + y) j w] (1)

where Ey indicates an expectation taken over di�erent outcomes of y. Thus,

the agent with background risk and a von Neumann-Morgenstern, concave

utility function u(W ) acts like an individual without background risk and a

concave utility function �(w) .2 The coe�cient of absolute risk aversion is

de�ned as r(W ) = �u00(W )=u0(W ) and the coe�cient of absolute prudence

as p(W ) = �u000(W )=u00(W ). The agent is standard risk averse if r(W ) and

p(W ) are both positive and declining. The absolute risk aversion of the

agent's derived utility function is de�ned as the negative of the ratio of the

2See, for example , Eeckhoudt, Gollier and Schlesinger (1996), p. 684.
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second derivative to the �rst derivative of the derived utility function with

respect to w, i.e.

r̂(w) = �
� 00(w)

� 0(w)
= �

Ey[u
00(W )]

Ey[u0(W )]
(2)

We �rst investigate the question of how an agent's derived risk aversion

is a�ected by a simple increase in background risk. Not surprisingly, the

condition for an agent's derived risk aversion to increase, when there is a

marginal increase in zero-mean background risk, is stronger than the con-

dition of Gollier and Pratt(1996). This is because the 'risk vulnerability'

condition of Gollier and Pratt only considers changes in background risk

from zero to a �nite level, whereas we consider any changes in background

risk. However, the condition we derive is weaker than standard risk aversion.

Standard risk aversion is a su�cient, but not a necessary condition, for the

increase in background risk to increase the agent's derived risk aversion.

Note that in the absence of background risk , r̂(w) = r(W ), the co-

e�cient of absolute risk aversion of the original utility function. In the

proposition that follows, we characterize the behavior of r̂(w) in relation to

r(W ), and explore the properties of derived risk aversion in the presence of

increasing zero-mean background risk.

Proposition 1 (Derived Risk Aversion and Simple Increases in Background

Risk)

If u0(W ) > 0 and u00(W ) < 0, then

@r̂(w)

@s
> [=][<]0;8(w; s)()

u000(W2)� u000(W1) < [=][>]� r(W )[u00(W2)� u00(W1)]

,

8(W;W1;W2);W1 �W �W2

Proof: See Appendix 1.

In order to interpret the necessary and su�cient condition under which an

increase in a zero-mean, background risk will raise the risk aversion of the

derived utility function, �rst consider the special case of small risks. This is

the case analysed previously by Gollier and Pratt (1996). In this case, we

have
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Corollary 1 In the case of small risks, Proposition 1 becomes

r̂(w) > [=][<]r(W ) i�
@�

@W
< [=][>]0;8W

where �(W ) � u000(W )=u0(W ).

Proof: Let W2�W1 ! dW . In this case, u000(W2)� u
000(W1)! u0000(W )dW .

Similarly u00(W2)� u00(W1)! u000(W )dW .

Hence, the condition in Proposition 1 yields, in this case, u0000(W ) < [=

][>]� r(W )u000(W ). This is equivalent to @�=@W < [=][>]0;8W .2

In Corollary 1, we de�ne an additional characteristic of the utility func-

tion �(W ) = u000(W )=u0(W ) as a combined prudence/risk aversion measure.

This measure is de�ned by the product of the coe�cient of absolute pru-

dence and the coe�cient of absolute risk aversion. The corollary says that

for a small background risk derived risk aversion exceeds [is equal to] [is

smaller than] risk aversion if and only if �(W ) decreases [stays constant]

[increases] with W . Hence, it is signi�cant that neither decreasing prudence

nor decreasing absolute risk aversion is necessary for derived risk aversion

to exceed risk aversion. However, the combination of these conditions is

su�cient for the result to hold, since the requirement is that the product

of the two must be decreasing. The condition is thus weaker than standard

risk aversion, which requires that both absolute risk aversion and absolute

prudence should be positive and decreasing. Note that the condition in this

case is the same as the 'local risk vulnerability' condition derived by Gollier

and Pratt (1996). Local risk vulnerability is r00 > 2rr0, which is equivalent

to �0 < 0.

We now apply Proposition 1 to show that standard risk aversion is a

su�cient, but not a necessary condition, for an increase in background risk

to cause an increase in the derived risk aversion [see also Kimball (1993)].

We state this as

Corollary 2 Standard risk aversion is a su�cient, but not necessary, con-

dition for derived risk aversion to increase with a simple increase in back-

ground risk.

Proof: Standard risk aversion requires both positive, decreasing absolute

risk aversion and positive decreasing absolute prudence. Further, r0(W ) <
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0 ) p(W ) > r(W ). Also, standard risk aversion requires u000(W ) > 0. It

follows that the condition in Proposition 1 for an increase in the derived risk

aversion can be written as3

u000(W2)� u000(W1)

u00(W2)� u00(W1)
< �r(W1)

or, alternatively,

p(W1)

�
1�

u000(W2)

[u000(W1)

�
=

�
1�

u00(W2)

[u00(W1)

�
> r(W1)

Since p(W1) > r(W1), a su�cient condition is that the term in the square

bracket exceeds 1. This, in turn, follows from decreasing absolute prudence,

p0(W ) < 0. Hence, standard risk aversion is a su�cient condition.

To establish that standard risk aversion is not necessary, consider a case

that is not standard risk averse. Suppose, in particular, that u000(W ) <

0; u0000(W ) < 0, that is, the utility function exhibits increasing risk aversion

and negative prudence.4 In this case, it follows from Proposition 1 that

@r̂=@s > 0;8(w; s). 2

In order to obtain more insight into the meaning of the condition in

Proposition 1, consider the case where the increase in background risk raises

derived risk aversion. Since, de�ning y0 = @y=@s,

r̂(w) = Ey

"
u0(W )

Ey[u0(W )]
r(W )

#
;

@r̂(w)

@s
= Ey

"
u0(W )

Ey[u0(W )]
r0(W )y0

#
+Ey

"
r(W )

@

@y

"
u0(W )

Ey[u0(W )]

#
y0
#

(3)

The �rst term is positive whenever r is declining and convex. This follows

since, if r is convex, E(y0) = 0 and @y0=@y � 0 implies that E[r0(W )y0] � 0.

3Note that whenever r0(W ) has the same sign for all W , the three-state condition in

Proposition 1 (i.e. the condition on W , W1, and W2) can be replaced by a two-state

condition (a condition on W1 and W2).
4As an example, consider the utility function

u(W ) =
1� 



�
A+

W

1� 

�


;where  2 (1; 2);W < A( � 1)

This utility function exhibits increasing risk aversion and negative prudence. Still, �(W )

decreases with wealth even in this case and the derived risk aversion increases with back-

ground risk.
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If r is also declining, then r0(W )y0 � [=][�]0 for y < [=][>]y0: Since u
0(W )

is declining, it follows that the �rst term in (3) is positive. Now consider the

second term. As shown in appendix 1, it su�ces to consider a three-point

distribution of background risk with y0 = 0; y1 < 0; y2 > 0 and y00 = 0; y01 <

0; y02 > 0. Hence @[u0(W )=Ey[u
0(W )]]=@y is positive for y1 and negative for

y2 and has zero expectation. Therefore a declining r implies that the second

term is positive. Hence a su�cient condition for @r̂(w)=@s � 0 is a declining

and convex r.5

The �rst term is higher, the more convex is r. Therefore, @r̂(w)=@s � 0 is

also possible for an increasing r if convexity is su�ciently high. Therefore,

there are utility functions with increasing risk aversion which still imply

that simple increases in zero-mean background risk raise the derived risk

aversion.

3 The E�ect of Changes in Background Risk on

the Optimal Demand Function for Contingent

Claims

In this section we investigate the e�ect of background risk on the agent's

demand for state-contingent claims. We derive necessary and su�cient con-

ditions for the utility function to exhibit generalised risk aversion.

We assume that the capital market is perfect and that there exists a

set of states such that an agent can buy and sell claims paying one unit of

consumption contingent on each state. The price of a claim contingent on

some state, divided by the probability density of that state, is denoted �. As

we have no need to distinguish between states for which � is the same, � can

also be used as a state index. We assume that � is positive and continuous.

8K > 0, the agent can buy a claim, which pays one unit of cash if � > K,

and zero otherwise.6 Hence, by buying a combination of such claims, the

agent can buy claims contingent on �.

Let w be the agent's income from state contingent claims at time 1. The

agent chooses the demand function w = w(�) subject to the constraint that

the cost of acquiring this set of claims is equal to his/her initial endowment.

The agent's consumption at the end of the single period, W , is equal to

the chosen marketed claim, w, plus an independent, zero-mean background

5See also corollary 1 of Gollier and Pratt (1996).
6See Nachman (1988).
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risk y, i.e. W = w + y. The background risk a�ects his/her choice of the

function w. We also assume that the agent has su�cient endowment so

that it is possible for w to be chosen to obtain W � W in all states. We

assume also certain properties of the utility function. First, we assume that

marginal utility has the limits:

u0(W )!1 if W ! W;

u0(W )! 0 if W !1:

Second, we assume that risk aversion goes to zero at high levels of income,

i.e.

r(W )! 0 if W !1:

These reasonable restrictions are satis�ed, for example, by the HARA class

with an exponent less than 1.

The agent solves the following maximization problem:

max
w

E[�(w)] (4)

s.t. E
h
(w � w0)�

i
= 0

In the budget constraint, w0 = w0(�) is the agent's endowment of claims,

and � is the pricing kernel, which is given exogenously. The pricing kernel

is a function that gives the forward price of the claim.7 Hence E(�) = 1.

The �rst order condition for a maximum is

� 0(w) = ��; (5)

where � is a positive Lagrange multiplier which reects the tightness of the

budget constraint. Equation (5) holds as an equality since, by assumption,

u0(W ) ! 1 for W ! W and u0(W ) ! 0 for W ! 1. The demand for

claims in equation (5) can be shown to be optimal and unique under some

further �niteness restrictions.8 This follows from the results of Back and

Dybvig (1993).

Our aim is to �nd the necessary and su�cient conditions on the utility

function, which guarantee that the agent's demand function becomes less

steep when background risk increases. First we de�ne

7In a discrete state space setting � is the probability deated forward price of a state

contingent claim paying one unit if and only if the speci�c state occurs.
8
E[w�] <1 for any � > 0 and each w satisfying (5) is assumed.
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De�nition 1 An agent is generalized risk-averse if the absolute value of the

slope of his/her demand function for state-contingent claims w(�) becomes

smaller for all �, given an increase in background risk.

Di�erentiating equation (5) with respect to �, for a given level of background

risk, and dividing by ��, yields the slope of the demand function

@w

@�
=
�1=�

r̂(w)
;8� (6)

Suppose that background risk increases the derived risk aversion of the

agent, r̂(w). It follows from equation (6) that the background risk a�ects the

slope of the demand function. We now consider the e�ect of changes in the

level of background risk, assuming that the pricing function � is given. From

equation (6) it appears at �rst sight that the slope of the demand function

becomes less steep whenever the increase in background risk increases the

agent's derived risk aversion. This is not true, however, because a change in

background risk, a�ects r̂(w) both directly and through the induced change

in w. This is stated in the following proposition.

Proposition 2 For the slope of the demand function for contingent claims

to become smaller with an increase in background risk (generalized risk aver-

sion), it is necessary, but not su�cient for the absolute risk aversion of the

derived utility function to increase with background risk. That is

d

ds

�
@w

@�

�
� 0)

@r̂(w)

@s
� 0; (7)

but
@r̂(w)

@s
� 0

does not imply

d

ds

�
@w

@�

�
� 0:

Proof: Totally di�erentiating equation (6) with respect to s yields, since 1=�

is given,
d

ds

�
@w

@�

�
=

1=�

[r̂(w)]2
dr̂(w)

ds
: (8)
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Since
1=�

[r̂(w)]2
> 0;

d

ds

�
@w

@�

�
� 0,

dr̂(w)

ds
=
@r̂(w)

@s
+
@r̂(w)

@w

@w

@s
� 0: (9)

Given the budget constraint, @w=@s has to be positive in some states and

negative in others. It follows immediately that @r̂(w)=@s � 0 is not su�cient

to ensure that
d

ds

�
@w

@�

�
� 0:

Now to establish necessity, suppose that

d

ds

�
@w

@�

�
� 0

for all �, then since the sign of

@r̂(w)

@w

@w

@s

depends on the sign of @w=@s, which can be positive or negative,

d

ds

�
@w

@s

�
� 0)

@r̂(w)

@s
� 0:

2

Having shown that increased derived risk aversion is a necessary, but

not su�cient condition for generalized risk aversion, we can now establish

our main result. In order to analyse the impact of background risk on

the slope of the agent's demand function for contingent claims we need to

make stronger assumptions. Regarding the background risk we now assume

monotonic changes in background risk. This is a somewhat stronger than

the previous assumption of simple increases in background risk. First we

de�ne monotonic increases in background risk.

De�nition 2 (Monotonic Increases in Background Risk)

Let yi(s) denote a realisation i = 1; :::; j of background risk income, given

the level of background risk, s. Suppose that

y1(s) � y2(s) � ::: � yi(s) � ::: � yj(s)

11



with yi(0) = 0;8i. Then increases in background risk are monotonic if for

any s > s � 0,

y1(s)� y1(s) � y2(s)� y2(s) � :::yi(s)� yi(s) � ::: � yj(s)� yj(s)

The e�ect of assuming monotonic increases in background risk is that

the rank order of the outcomes y1; y2; ::: is preserved under a monotonic

increase in background risk.

Proposition 3 (Generalized Risk Aversion)

Assume any monotonic increase in an independent, zero-mean back-

ground risk. Let u0(W ) > 0 and u00(W ) < 0. Suppose that u0(W ) ! 1

for W ! W and that u0(W ) ! 0 and r(W ) ! 0, for W ! 1, where

W"(W;1), then

d

ds

�
@w

@�

�
� 0; 8�; 8 probability distributions of �

()

utility is standard risk averse:

We �rst establish three lemmas which are required in the proof. We have

Lemma 1 Suppose that u0(W ) ! 1 for W ! W , then r(W ) ! 1 and

p(W )!1 for W !W .

Proof: u0(W )!1, for W ! W , implies @lnu0(W )=@W ! �1, and hence

r(W ) ! 1. Also, since for W ! W , r0 < 0; p > r, and hence p(W ) ! 1.

2

The second lemma establishes the equivalence of declining risk aversion

and declining derived risk aversion. We have:

Lemma 2 r̂0(w) � 0 for any background risk , r0(W ) � 0

Proof: Kihlstrom et. al. (1981) and Nachman (1982) have shown that

declining risk aversion implies declining derived risk aversion. Conversely,

declining derived risk aversion implies declining risk aversion of u(W ). This

follows from the case of small background risks.2

The third lemma establishes a condition for declining prudence, in the

case of monotonic changes in background risk:

12



Lemma 3 For monotonic increases in background risk,

d

d�

�
�
@� 0(w)=@s

@� 0(w)=@w

�
� 0, p0(W ) � 0

Proof: See Appendix 2

Proof of Proposition (3): Totally di�erentiating equation (5) with respect

to s yields

@� 0(w)

@s
+
@� 0(w)

@w

@w

@s
=
d�

ds
�: (10)

Substituting � from equation (5) then yields

@� 0(w)

@s
+
@� 0(w)

@w

@w

@s
=
d ln�

ds
� 0(w):

Hence, the e�ect of the background risk on the demand for claims is given

by

@w

@s
= �

d ln�

ds

1

r̂(w)
�
@� 0(w)=@s

@� 0(w)=@w
: (11)

The Proposition is concerned with the conditions under which

d

ds

�
@w

@�

�
=

d

d�

�
@w

@s

�
� 0:

We investigate these conditions by looking at the behaviour of the two terms

in equation (11).

Su�ciency of Standard Risk Aversion: First, we show that the �rst term in

(11) is negative, while the second term is positive. In order to satisfy the

budget constraint, @w=@s has to be positive in some states and negative in

other states. Given positive prudence, @� 0(w)=@s > 0, so that the second

term in (11) is positive. It follows that the �rst term must be negative. We

can now investigate
d

d�

�
@w

@s

�
;

by taking the two terms in (11) one-by-one. First, the (negative) �rst term

increases with �, since
@r̂

@�
=

@r̂

@w

@w

@�
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is positive. This follows from @w=@� < 0 ( see equation (6)) and @r̂=@w �

0 (which in turn follows from @r=@w � 0 and Lemma 2). Second, the

(positive) second term increases in �, given declining prudence (see Lemma

3). Hence
d

d�

�
@w

@s

�

is positive given standard risk aversion.

Necessity of Standard Risk Aversion: We establish necessity of standard

risk aversion by taking the special case of a small background risk. Also,

we assume � converges in probability to a degenerate distribution, �0. By

assuming w(�0) is, in turn, large [small], we show that the �rst [second] term

in (11) dominates. For the �rst term in (11) to increase in �, declining risk

aversion is required. For the second term in (11) to increase in �, declining

prudence is required. Hence, to cover both of these possibilities, standard

risk aversion is required. First, we consider the term �d ln�=ds.

We have from equation (5),

E[� 0(w)] = E[u0(w + y)] = E(��) = �

and
d�

ds
=

d

ds
E[u0(w + y)] =

d

ds
E[u0(w �  )];

where  =  (w) is the precautionary premium as de�ned by Kimball(1990).

Hence,
d�

ds
= E

�
u00(w �  )

�
@w

@s
�
@ 

@s
�
@ 

@w

@w

@s

��
:

Assume that we start from a position of no background risk. In this case,

s = 0,  = 0, and @ =@w = 0. Since, for small background risks with

variance �2, the precautionary premium is9

 =
1

2
p(w)�2;

it follows that

d�

ds
= E

�
u00(w)

�
@w

@s
�
@ 

@s

��
= E

�
u00(w)

�
@w

@s
�

1

2
p(w)�2

��
:

9This follows by analogy with the Pratt-Arrow argument regarding the risk premium,

since initially, s = 0.
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Now we assume that � converges to the degenerate distribution �0, in

probability. Since we can write

d�

ds
= E[f(�)];

where f is a continuous, uniformly integrable function, then it follows that

d�

ds
! u00(w0)

�
�
1

2
p(w0)�

2

�
;

where w0 = w(�0), since @w0=@s = 0, for the case of the degenerate distri-

bution, �0. Dividing by � = u0(w0),

d ln�

ds
!

u00(w0)

u0(w0)

�
�
1

2
p(w0)�

2

�

and hence

�
d ln�

ds
! �r(w0)

�
1

2
p(w0)�

2

�
:

Substituting in (11), we now have

@w

@s
! r(w0)

�
1

2
p(w0)�

2

�
�1

r̂(w)
�
@� 0(w)=@s

@� 0(w)=@w
:

Starting with no background risk, the term

�
@� 0(�)=@s

@� 0(�)=@w
=

1

2
p(w)�2;

since @ =@w = 0. Hence, we can write

@w

@s
! r(w0)

�
1

2
p(w0)�

2

�
�1

r̂(w)
+

1

2
p(w)�2: (12)

Di�erentiating (12), we then have

d

ds

�
@w

@�

�
=

d

d�

�
@w

@s

�
!

�
r(w0)

�
1

2
p(w0)�

2

�
r̂0(w)

r̂(w)2
+

1

2
p0(w)�2

�
@w

@�

Since @w=@� < 0, the condition for a smaller slope becomes

r(w0)

�
1

2
p(w0)�

2

�
r̂0(w)

r̂(w)2
+

1

2
p0(w)�2 � 0: (13)
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To establish the necessity of declining absolute risk aversion, we choose

�0 such that w0 ! W . By Lemma 1 hence r(w) !1 and p(w0)!1, for

w ! W . Therefore, r̂0(w) > 0 implies that the �rst term in equation (13)

!1. Then, since the second term in (13) is independent of w0; r̂
0 � 0 and

by Lemma 2, r0 � 0 is required for the condition (13) to hold. r0 � 0 also

establishes the necessity of positive prudence, p > 0.

To establish necessity of declining absolute prudence, we choose �0 such

that w0 ! 1 and hence, by assumption r(w0) ! 0. Then r0(w0) =

r(w0)[r(w0) � p(w0)] ! 0 implies r(w0)p(w0) ! 0. Hence the �rst term

in equation (13) ! 0. Then, since the second term in (13) is independent

of w0, p
0 � 0 is required for the condition (13) to hold. Hence standard risk

aversion is a necessary condition for a smaller slope.2

Proposition (3) allows us to analyze the e�ect of a marginal increase in

a zero-mean, independent background risk, given that this increase has a

negligible impact on the prices of state-contingent claims. Proposition (3)

says that an increase in s will reduce the steepness of the slope of this agent's

demand function. As can be seen from Proposition (3), the agent reacts to a

monotonic increase in background risk by purchasing more claims in states

for which the price � is high, �nancing the purchase by selling some claims

in the states with low prices. Proposition (3) can also be interpreted by

comparing, within an equilibrium, the demand of agents, who di�er only

in the size of their respective background risks. Proposition (3) suggests

that agents with higher background risk will adjust their demand functions

by buying state-contingent claims on high-price states and selling claims on

low-price states. This is illustrated in Franke, Stapleton and Subrahmanyam

(1998), for an economy in which all agents have the same type HARA-class

utility function, exhibiting declining absolute risk aversion. These functions

are standard risk averse and hence generalized risk averse. In this economy,

agents with high background risk buy options from those with relatively low

background risk. The latter agents sell portfolio insurance to those with

relatively high background risk.

4 Conclusions

The main conclusions of the e�ects of an increase in background risk, on risk

aversion and on the demand for contingent claims, are summarised in the

three propositions of the paper. Proposition 1 provides a necessary and su�-

cient condition for simple increases in background risk to increase the derived
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risk aversion of agents. The condition on utility is weaker than Kimball's

standard risk aversion but stronger than Gollier and Pratt's risk vulnerabil-

ity. By considering only the set of simple increases in background risk we �nd

a larger set of utility functions which satisfy the criterion of increased derived

risk aversion than those of Eeckhoudt, Gollier and Schlesinger. We then pro-

ceed to examine the condition for 'generalized risk aversion', whereby agents

react to increased background risk by reducing the slope of the demand curve

for state contingent claims. We �nd in proposition 2 that increased derived

risk aversion is necessary, but not su�cient, for generalized risk aversion.

The stronger requirement for generalized risk aversion is shown for the case

of monotonic increases in background risk in proposition 3. Standard risk

aversion, i.e. positive, declining absolute risk aversion and absolute pru-

dence, is a necessary and su�cient condition for generalized risk aversion.
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Appendix 1

Proof of Proposition (1)

From the de�nition of r̂(w),

r̂(w) =
Ey[�u

00(W )]

Ey[u0(W )]
(14)

Di�erentiating with respect to s, we have the following condition:

@r̂(w)

@s
> [=][<]0() f(w; s) > [=][<]0 (15)

for any distribution of y, where f(w; s) is de�ned as

f(w; s) � Ey

�
y0
�
�u000(W )� u00(W )r̂(w)

	�
(16)

with y0 = @y=@s. y0 is the marginal change in y, such that y0 � [=][�]0

when y < [=][>]y0 and E[y
0jw] = 0 (simple increase in background risk).

Necessity

We now show that

f(w; s) > [=][<] 0 =)

u000(W2)� u000(W1) < [=][>] �r(W )
�
u00(W2)� u00(W1)

�
;8W1 �W �W2

Consider a background risk with three possible outcomes, y0, y1, and y2,

such that y0 = 0, y1 < 0, and y2 > 0. De�ne

Wi = w + yi; i = 1; 2

W0 = w:

and let qi denote the probability of the outcome, yi. For the special case of

such a risk, equation (16) can be written as

f(w; s) = q1jy
0

1j
�
�u000(W2) + u000(W1)� [u00(W2)� u00(W1)]r̂(w)

	
(17)

since

E[y0] =
2X

i=0

qiy
0

i = 0
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so that

q1jy
0

1j = q2y
0

2

Now r̂(w) can be rewritten from (14) as

r̂(w) = Ey

(
u0(W )

Ey[u0(W )]

�u00(W )

u0(W )

)

= Ey

(
u0(W )

Ey[u0(W )]
r(W )

)
(18)

Hence, r̂(w) is the expected value of the coe�cient of absolute risk aver-

sion, using the risk-neutral probabilities given by the respective probabili-

ties multiplied by the ratio of the marginal utility to the expected marginal

utility. Thus, r̂(w) is a convex combination of the coe�cients of absolute

risk aversion at the di�erent values of y. For the three-point distribution

being considered, r̂(w) is a convex combination of r(W0), r(W1), and r(W2).

Hence, as q0 ! 1, r̂(w)! r(W0). Since W0 can take any value in the range

[W1;W2], f(w; s) must have the required sign for every value of r(W0), where

W1 � W0 � W2. Thus, since q1jy
0
1j > 0, this is true only if the condition in

(17) holds. This is the same condition as stated in Proposition 1.

Su�ciency

To establish su�ciency we use a method similar to that used by Pratt

and Zeckhauser (1987) and by Gollier and Pratt (1996).

a) We �rst show

u000(W1)� u000(W2) > r(W )
�
u00(W2)� u00(W1)

�
;8W1 �W �W2

=) f(w; s) > 0; 8(w; s) (19)

We need to show that f(w; s) > 0, for all non-degenerate probability distri-

butions. Hence, we need to prove that the minimum value of f(w; s) over

all possible probability distributions fqig, with E(y
0) = 0, must be positive.

In a manner similar to Gollier and Pratt (1996), this can be formulated as a

mathematical programming problem, where f(w; s) is minimized, subject to

the constraints that all qi are non-negative and sum to one, and E(y0) = 0.

Equivalently, this can be reformulated as a parametric linear program where

the non-linearity is eliminated by writing �r as a parameter

20



min
fqig

f(w; s) =
X
i

qi
�
y0i
�
�u000(Wi)� u00(Wi)�r

	�
(20)

s.t. X
i

qiy
0

i = 0 (21)

X
i

qi = 1 (22)

the de�nitional constraint for the parameter �r

�r
X
i

qiu
0(Wi) = �

X
i

qiu
00(Wi) (23)

and the non-negativity constraints

qi � 0; 8i (24)

A su�cient condition for @r̂=@s > 0 is that f(w; s) as de�ned by (20) is

positive for any probability distribution fqig subject to E(y0) = 0 and the

de�nition of �r given in (23).

Since we are looking for a su�cient condition for f(w; s) > 0, we can

relax the non-negativity constraint for q0 in the above linear program. In

case even this (infeasible) resulting minimum is positive, then we know that

the solution of the above linear program is always positive. We drop the non-

negativity constraint on q0, the probability of the y0 state in the following

manner. We de�ne q+0 and q�0 such that

q0 = q+0 � q�0 (25)

where both q+0 and q�0 are non-negative. These new variables replace q0 in

the program.

The modi�ed linear program has three variables in the basis since there

are three constraints in the program. In the optimal solution, one basis

variable is either q+0 or q�0 . Hence, the optimal solution of the modi�ed

linear program is (q0; q1; q2) and the objective function is

f�(w; s) = q1y
0

1

�
�u000(W1)� u00(W1)�r

�
+ q2y

0

2

�
�u000(W2)� u00(W2)�r

�
(26)

Since q1y
0
1 + q2y

0
2 = 0, it follows that (26) can be rewritten as

21



f�(w; s) = q1y
0

1

�
(�u000(W1)� u00(W1)�r)� (�u000(W2)� u00(W2)�r)

�
(27)

Hence

u000(W1)� u
000(W2)�

�
u00(W2)� u00(W1)

�
�r > 0 (28)

is a su�cient condition for f� > 0, given �r.

As shown in equation (18), �r is a convex combination of r(W0), r(W1)

and r(W2), hence �r 2 fr(W )jW 2 [W1;W2]g. Hence, a su�cient condition

for (28) is that

u000(W1)� u000(W2)� r(W )
�
u00(W2)� u00(W1)

�
> 0 (29)

for all fW1 �W �W2g as given by the condition of Proposition 1.

b) By an analogous argument, it can be shown that

u000(W1)� u000(W2) < r(W )
�
u00(W2)� u00(W1)

�
;8W1 �W �W2

=) f(w; s) < 0 8(w; s) (30)

c) We now show directly that

u000(W1)� u000(W2) = r(W )
�
u00(W2)� u00(W1)

�
;8W1 �W �W2

=) f(w; s) = 0 8(w; s) (31)

A su�cient condition for f(w; s) = 0;8(w; s) is that minfqig f(w; s) =

maxfqig f(w; s) = 0, subject to (21)-(23) and the nonnegativity condition

for every qi except q0. The minimum and maximum involve three basis

variables, one of which is either q+0 or q�0 . Therefore, f�(w; s) is always

determined by (27). Hence, the minimal and maximal value of f�(w; s) are

zero if the bracketed term in (27) is zero. This is the case if

u000(W1)� u000(W2) = r(W )
�
u00(W2)� u

00(W1)
�
; 8W1 �W �W2: (32)

2

22



Appendix 2

Proof of Lemma (3)

We have to show that

�
@� 0(w)=@s

@� 0(w)=@w

increases in �, if and only if absolute prudence is declining. This term

increases in � if the negative of the term increases in w since @w=@� < 0.

In terms of the underlying utility function, this is the same as showing that

the term

Z(w) =
Ey[u

00(W )y0]

Ey[u00(W )]

is increasing in w, where y0 = @y=@s.

Now consider a marginal increase in w. Then

sign
@Z(w)

@w
= sign Ey[u

00(W )]Ey[u
000(W )y0]�Ey[u

000(W )]Ey[u
00(W )y0];

or,

sign
@Z(w)

@w
= sign �Ey[fu

000(W )� u00(W )
Ey[u

000(W )]

Ey[u00(W )]
gy0];

and then it follows that

sign
@Z(w)

@w
= sign �Ey[fu

000(W )� u00(W )
Ey[u

000(W )]

Ey[u00(W )]
g(y0 � ŷ0)];

where ŷ0 = y0(ŷ) and ŷ is de�ned by

Ey[u
000(W )]

Ey[�u00(W )]
� p(Ŵ = w + ŷ) = 0:

Hence

sign
@Z(w)

@w
= sign Ey[�u

00(W )f
Ey[u

000(W )]

Ey[�u00(W )]
� p(W )g(y0 � ŷ0)]: (33)

Monotonic increases in background risk imply that

y0 � ŷ0 � [=][�]0; for y < [=][>]ŷ:
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It follows that absolute prudence, p(W ), must be declining if sign
@Z(w)

@w
is

to be non-negative for any distribution of y, in particular for any binomial

distribution. Su�ciency of declining prudence for sign
@Z(w)

@w
to be non-

negative follows from

f
Ey[u

000(W )]

Ey[�u00(W )]
� p(W )g(y0 � ŷ0) � 0;8y:

Hence, declining absolute prudence is necessary and su�cient. 2
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