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Abstract/Summary 

This paper focuses on the self-reported responses given to survey questions of the form In general how would 

you rate your health? with typical response items being on a scale ranging from poor to excellent.  Usually, the 

overwhelming majority of responses fall in either the middle category or the one immediately to the "right" of 

this (in the above example, good and very good).  However, based on a wide range of other medical indicators, 

such favourable responses appear to paint an overly rosy picture of true health.  The hypothesis here is that these 

"middle" responses have been, in some sense, inflated.  That is, for whatever reason, a significant number of 

responders inaccurately report into these categories.  We find a significant amount of inflation into these 

categories.  Adjusted responses to these questions could lead to significant changes in policy, and should be 

reflected upon when analysing and interpreting these scales. 
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Introduction 

The health sector is a critical part of the economy in developed countries, in most making up 

around 10% of GDP, and in some (for example, the USA) a great deal more.  To determine if 

such resources are being utilised effectively, it is imperative for policy makers to fully 

understand the determinants of individuals’ health levels so that expenditure levels can be 

more accurately targeted.  In this regard, a very common health measure used in assessments 

of this nature is from survey data in the form of individual responses to questions of the form: 

Overall, how would you rate your health?  Here respondents typically tick one of 5 boxes 

ranging from very bad through to average to very good – this is commonly referred to as “the 

5-point scale”.  Heavy reliance on these measures is based on the fact that they are relatively 

cheap and easy to collect and are included in a range of health and other surveys worldwide.  

Moreover, they have been shown to be useful - especially when more objective measures are 

not available; for example, they are good predictors of other health outcomes such as 

mortality (Bound, 1991, Burström et al, 2001, Mossey et al. 1982). 

While there is some acceptance that there is potentially measurement error “at the margin” in 

such measures (Currie and Madrian 1999; Crossley and Kennedy 2002), researchers and 

policy makers typically take these responses as generally a true reflection of the individual’s 

(and in aggregate, the population’s) actual health status.  However, a closer inspection of 

these likert-scale responses, irrespective of the exact question wording, or response item 

labelling, reveal that the bulk of the observations (across survey, country and time), 

invariably correspond to the good and very good outcomes (or the middle response, and the 

one immediately “to the right” of this).  An obvious question, therefore, is: do these 

favourable numbers really represent the true health of the nation when other, more objective 

measures of health, paint a much different picture? 

Taking Australia as a typical example, and using the large, nationally representative, widely 

used and cited, panel data survey, the Household and Income Labour Dynamics of Australia 

(HILDA) – the data used in our empirical example – we find that around 75% of responses to 

the self-assessed health question fall in the good and very good categories.
3
  However, from 

the Australian Diabetes, Obesity and Lifestyle Study (Dunstan et al., 2002), for clinically 

measured conditions, we find that 60% of Australians are either mildly overweight or obese, 

and “Almost 1 in 4 Australians…has either diabetes or a condition of impaired glucose 

                                                 
3
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metabolism” which is “associated with substantially increased immediate risk of heart disease 

as well as increased risk of diabetes in the future” (p.1).  Half of the population have elevated 

cholesterol; over one in two Australians has at least one of the “deadly quartet” of health 

conditions; and less than half of the population undertakes enough physical activity sufficient 

for good health.  Such statistics are clearly at odds with self-assessed health (SAH) measures 

that suggest Australia has a healthy population.  Similar figures exhibiting an apparent 

disparity between the prevalence of clinically (or otherwise) measured conditions and self-

reported health levels can be found across the developed world. 

The aim of this paper is to examine whether there is indeed, inflating of these outcomes in 

SAH measures. To test this hypothesis, a new econometric model is proposed, based on an 

ordered probit framework, which explicitly allows for inflation in these two outcomes.  The 

results suggest that estimated prior probabilities of inaccurate reporting are high (at around 

30%); moreover this rises to some 55% based on the posterior probability (conditional on 

being in one of these two categories). Moreover, conditional on an individual being in the 

good category, we estimate a (posterior) joint probability that they are an inaccurate reporter 

in this category of some 53% and that for very good of 37%.  Of the overall probability of 

being in these two categories (37% for good; 36%, very good) we estimate that this is 

comprised of 22 and 7 percentage points, respectively, arising from simply inaccurate 

reporting - it is important to note this - for some individuals responses may not reflect true or 

self reported health, inaccuracy may be down simply to a ‘box-ticking’ strategy.    

Overall therefore, these findings suggest that a strong reliance should perhaps not be placed 

on these typically highly favoured responses in health, and related, surveys without 

questioning the potential reasons for such responses, which are discussed further in the 

conclusions. 

Background 

There are several relevant strands of literature that are of interest here: mis-reporting in 

general with regard to survey data; mis-reporting with specific regard to health outcomes; and 

how such mis-reporting has been handled econometrically.  We deal with these in turn below.  

Finally, we consider some possible motivations for such inaccurate reporting in our study. 
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Mis-reporting in General in Survey Data 

The validity and accuracy of survey data have long been of concern to researchers because of 

various potential errors in measurement.  Cronbach (1950) lists some possible sources of 

error: acquiescence—that responses such as True, Yes, and Agree are preferred; 

evasiveness—responses such as Indifferent and Uncertain are preferred, and; extreme-

response styles— such that respondents tend to choose responses on higher or lower regions 

of rating scales.  

Other possible issues on how the design of survey questions may influence responses have 

also since been suggested.  For example, Krosnick and Alwin (1987) propose cognitive 

theories postulating that there might be primacy and recency effects, respectively, when 

response items are presented visually and orally.  Primacy effects are present when 

respondents exhibit a tendency to select the response items presented to them first, as a result 

of them having spent more time in cognitive processing of these items.  Recency effects, on 

the other hand, explain how respondents might select the response items read out to them last, 

because processing of earlier response items are quickly terminated by processing of later 

items.  On a related issue, Wildt and Mazis (1978) found that both the label and the location 

of a response item on the response scale may have an effect on respondents.  

While the earlier literature provided broader categories of mis-reporting, more recent studies 

have examined how these potential issues could have manifested in various other contexts.  

For example, while acquiescence is a possible source of mis-reporting, social desirability 

may similarly be a factor influencing responses.  Adams et al. (2005) looked at the 

relationship between self-reported physical activity and the desire for social desirability. 

Using two measures of physical activity—one objectively measured and the other self-

reported—as well as information on personality traits for social desirability, they found that 

over-reporting of physical activity (the difference between the objective and self-reported 

measures) was significantly associated with social desirability. 

Mis-reporting, possibly to make oneself appear more “socially-acceptable”, has also been 

found in other studies.  Ezzati et al. (2006), for example, examined the difference between 

measured and self-reported height and weight, and found that women under-reported their 

weight but men did not; also, younger men over-reported their height more than women of 

the same age did.  Hebert et al. (2002) also found that self-reports of diet were influenced by 
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both the tendency to keep with cultural norms and the desire to obtain a positive response in 

testing situations. 

The issue of evasiveness has also been further explored.  Böckenholt et al. (2009) considered 

the method of randomized responses, which is used to try and obtain honest answers to 

sensitive issues on the assumption that the randomization eliminates response bias.  

Respondents are told that the surveyor has no way of knowing if they are answering 

questions on sensitive issues or not, since they may be randomly allocated to have answered 

other questions instead.  On aggregate, however, it is possible to estimate percentage of 

positive responses to the sensitive questions.  They find that some respondents may not 

follow the randomization scheme because they distrust it; others may follow it until sensitive 

questions are asked, which shows that the method of randomization may not have corrected 

response bias as much as hoped for. 

On the issue of extreme-response reporting style, Arce-Ferrer (2006) found that participants 

who are less familiar with rating scales may have higher tendency to report on extreme ends 

of the scale. Language and culture may affect desirability of demonstrating high levels of 

language precision, thereby affecting the tendency for extreme reporting and centre-scale 

reporting.  

 

Mis-Reporting in Empirical Studies of Health 

There has been a substantial amount of literature on the modelling of SAH with a wide-range 

of focuses.  The issue of general mis-reporting across all SAH categories has been addressed 

by several authors (see, for example, Jones et al., 2010).  This has usually taken the form of 

applying Generalised Ordered Probit (GOP) models (first suggested by Pudney and Shields, 

2000).
4
  Kerkoffs and Lindeboom (1995) and Jones and Schurer (2011) both suggest variants 

of the GOP model.  In such models the boundary parameters embedded in the ordered choice 

model are functions of observed personal characteristics (although we note that the strict 

approach of Pudney and Shields, 2000, is just one of many ways in which heterogeneity can 

be introduced into the boundary parameters; see Greene and Hensher, 2010).  Jones and 

Schurer (2011) and Carro and Trafferi (2012) both develop elaborate models of heterogeneity 

involving a correlated random effect in the broader health satisfaction index model and a 

                                                 
4
 We use the GOP model interchangeably with the very similar Hierarchical Ordered Probit (HOPIT) model 

(see, for example, Greene and Hensher, 2010). 
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conventional fixed effect in the inherent boundaries of the model.  These studies examine 

heterogeneity in broad terms, rather than as a symptom of ‘mis-reporting.’ 

In the health literature, many studies have attempted to test more narrowly for the presence of 

mis-reporting in health by comparing to more objective measures of health.  Baker et al. 

(2004) compared self-reported presence of medical conditions against medical records to test 

for the presence of measurement errors, and found that measurement error was associated 

with absence from the labour market: being in the labour market, for example, decreases the 

chances of false positive reporting of migraines by 48 percent.  Butler et al. (1987) also find 

that while correlation was high between self-reported measures of arthritis and a simulated 

clinical measure of it, work status affected measurement error significantly such that 

individuals who were not working were more likely than those who were to have 

measurement errors in their self-reports of arthritis. Similarly, Klesges et al. (1995) compared 

distribution of self-reports of smoking against an objective measure of smoking exposure, 

and found that heavier smokers, Caucasians and people with less education tended to display 

digit preferencing (a bias towards integers).   

Kerkoffs and Lindeboom (1995) in a Dutch panel study on retirement and aging approach the 

mis-reporting issue from an institutional perspective.  They reason that due to the availability 

of certain benefits, individuals in a specific few groups – employed, unemployed, disabled 

and early retired – will have different incentives to mis-report their health status.  Their 

analysis of subjective reported health employs a companion, objective measure of health 

based on an inventory of numerous mental and physical symptoms.  The objective measure 

enters the ordered choice model with other covariates while the different status groups, with a 

different set of individual attributes such as education, introduce heterogeneity into the 

thresholds that determine the cell probabilities.  The motivation behind their specification 

resembles ours.  However, they treat the mis-reporting issue more generically than we do – 

indeed, the specification is consistent with a more expansive definition of heterogeneity 

across the four groups. 

Researchers have also recently experimented with biomarkers as objective indicators of 

health. Dowd and Zajacova (2010) tested whether respondents with higher levels of 

education also had healthier levels of biomarkers for the same level of self-assessed health. 

They found that among respondents of the same level of SAH, those who were better 

educated had healthier levels of biomarkers compared to those who were less educated.  This 
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was true also for biomarkers that were not regularly tested by physicians, and suggested that 

differences in health expectations rather than health knowledge may be the more probable 

explanation. 

Clearly, a superficially obvious means of accounting for mis-reporting is to substitute 

objective measures of health for self-assessed (subjective) ones.  However, these are also not 

free from reporting error and moreover, are not always available (Bound et al., 1991).  In 

fact, as Disney et al. (2006) point out, there may in fact be a loss of information about the 

“true” relationship between a more subjective measure of health and behaviour (replacing an 

error in variables problem with a similar problem, just with a proxy variable).  Thus our focus 

remains on self-assessed measures, and in particular SAH, as these are most frequently used 

and available in practice. 

 

Econometric Studies related to Mis-reporting 

As touched upon above, various econometric models have been employed in the health 

economics (and other) literature(s) to account for mis-reporting.  The usual ordered probit 

estimates a latent health index, as well as the cut-off points beyond which the latent health 

translates into the observed SAH responses, and is commonly used as the base model 

(Lindeboom and van Doorslaer, 2004).  Several authors have used the Pudney and Shields’ 

(2000) approach to extend the ordered probit model by allowing the cut-off points to be 

determined by observable characteristics.  As the cut-off points have an influence on SAH 

independently of (true) latent health, the model accounts for mis-reporting by these 

observable characteristics. 

The use of vignettes has also been suggested as fertile ground for new research. Bago d’Uva 

et al. (2006) provide an example of how vignettes (questions asked to respondents about what 

level of SAH they think a person, under hypothetical scenarios, is in) can be used to model 

mis-reporting. Individual characteristics are assumed to affect the cut-off points equally in 

both the vignette model and the model for respondent health. Assuming response consistency 

(individuals classify their health the same way as they classify the hypothetical cases) and 

vignette consistency (that vignettes are perceived by all respondents on the same uni-

dimensional scale) the effect of individual characteristics on the cut-off points can be 

identified.  Jones, Rice and Rabone (2012) also examine the use of vignettes as a specific 

treatment for cross country heterogeneity.  However, although a complimentary approach to 
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the one adopted in the current paper, analysis using vignettes is not pursued here: for one, as 

with almost all other similar surveys, vignettes are not available in the data we have to hand. 

The issue we consider here bears some superficial connection to the familiar problem of 

ordinary measurement error in the dependent variable in a regression.  However, in practical 

terms, the fact that our observed response is discrete makes nearly all of the received results 

on this subject redundant.  There is a sparse literature on measurement error of sorts in 

discrete response, including Hausman, Scott-Morton and Abrevaya (1995) who studied 

misclassification in binary choices, and Winkelmann (1996) who examined underreporting of 

counts.  Arguably, our inflated response data are not actually mismeasured.  The individual is 

reporting their preferred answer to the survey question; in light of this, we use the term 

inaccurate reporting, as opposed to mis-reporting, from here on in.  Indeed, even the term 

inaccurate might be “incorrect” if the individual responds to the question as accurately as 

they see fit in describing their health at that particular point in time.  The key here is though, 

is do these responses reflect “true” health, as identified by more objective measures?  

Therefore, at issue in this study is how these answers should be interpreted.  We find that a 

behavioural interpretation couched in terms of a latent class model, as we shall see below, is 

an appropriate way to proceed. 

 

Some Possible Motivations for Inaccurate Reporting 

Kerkoffs and Lindeboom (1995) surmised that certain institutional features provided an 

incentive to inaccurately report SAH.  However, the treatment considered in this paper is 

more focused on the health outcome, itself: a simple comparison of the distribution of the 

SAH responses against more clinically measured health outcomes, clearly points to these 

“middle”, and “to right of middle” outcomes being over-inflated.  Therefore an obvious 

question is why should this be the case?  That is, what are some of the potential motivations 

for inaccurate reporting here? 

Firstly, digit/item preferencing: this issue has been addressed by, for example, Fry and Harris 

(2005), with regard to inflationary expectations and student course evaluations.  The latter 

relates strongly to the current paper, as it relates to students “ticking a box” on a likert-scale 

for satisfaction levels.  Without paying too much attention to the question at hand, 

respondents avoid the extreme responses and opt for the defensible option of somewhere “in 

the middle (or average)” or just a bit better than average. 
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Secondly, adaptation: individual’s valuation of their own health status changes over time – 

even if their objective illness levels remain the same.  This is often reflected by higher 

valuations the longer an individual has a certain condition as they “adapt” to the condition in 

terms of lifestyle changes.  However, it is hard to generalise that adaptation causes inaccurate 

reporting as individuals may move in and out of illness, and the adaptation processes will be 

different for different individuals.  So, we list this as a potential motivation noting it is 

potentially difficult to measure (Hauck and Hollingsworth, 2011).   

 

Thirdly, as noted above, there is a significant amount of marketing and related literature 

relating to respondents wanting to please the interviewer and to avoid giving what might be 

viewed as a socially unacceptable answer (see, for example, Worcester and Burns, 1975).  

The issue of not having a neutral, or mid-point, on a likert-scale was considered by Garland 

(1991) who found that in doing-so, minimised the social desirability bias by respondents 

wishing to “please” the interviewer.  Moreover, there is also a significant amount of literature 

regarding the number of scale steps in the response answers and respondents’ (over-)use of 

the midpoint category.  Matell and Jacoby (1972) for instance, find that with three and five 

point scale formats, about 20% of respondents choose the mid-point, whereas this falls to 7% 

when these were increased to seven and above.  There is also evidence that grammatically 

balanced likert-scales are unbalanced in their interpretations: ‘tend to disagree’ is (often) not 

directly opposite to ‘tend to agree’ (Worcester and Burns, 1975).   

 

Finally, there is a simple cost-of-time argument: individuals who value their time more highly 

are likely to pay less detailed attention to the question at hand, and answer “quickly and 

easily” by opting for responses in the middle of likert-scales.  Research typically finds that 

the opportunity cost of time is positively related to income, employment and wages (for 

example, Prochaska and Schrimper, 1973, and Mormorstein et al., 1992) such that we would 

expect to see this reflected in our empirical findings with regard to our inaccurate reporting 

equation.   

 

In short then, there is convincing evidence that such SAH responses have been “inflated” and 

a number of possible reasons for this have been identified.  This phenomenon is heavily 

related to the existing literature on measurement error and mis- and inaccurate, reporting.  

However, such a specific form of such inaccurate reporting has not, to date, been addressed in 
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either the health or econometrics literature, so a new approach is proposed to test this 

hypothesis. 

 

Empirical Approach 

The existing literature (for example, Contoyannis et al., 2004) provides an excellent starting 

point for both the techniques and appropriate variables to use in developing a model of an 

individual’s SAH. As almost all measures of SAH are elicited from survey responses on a 

likert-type response scale, invariably ordered probability models (logits and probits) form the 

basis of most empirical analyses, as the data are both discrete and ordered (see Greene and 

Hensher, 2010, for a summary of ordered choice modelling). The ordered probit (OP) model 

is usually justified on the basis of an underlying latent variable, y
*
 which is a linear (in 

unknown parameters, y) function of: observed characteristics, xy; a (standard normal) 

disturbance term, y; and its relationship to certain boundary parameters, .  Thus with 

  (1) 

and where the mapping between the latent and observed components is assumed to be given 

by 

  (2) 

the usual OP (Greene and Hensher, 2010) probabilities result: 

  (3) 

with (.) representing the standard normal distribution function, and with the normalisation 

that 0 0  .
5
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So here the latent variable y
* 

represents an individual’s underlying health level, and 

“observed” health is how the individual actually responds to the appropriate survey question.  

In the survey data we use: y = 0 indicates poor; y = 1, fair; y = 2, good; y = 3, very good; and 

y = 4, excellent.  This set-up is akin to a Grossman health production function, whereby an 

individual’s health outcomes are determined by a range of health inputs (xy). 

 

However, our key hypothesis is that, possibly for the reasons noted above, the outcomes 

corresponding to my health is good and my health is very good, are an over-representation of 

a population’s true health status. (In general, however, we would expect inflation in the 

outcomes corresponding to y = 2 and 3 on a five-point likert scale, no matter the response 

item labels.)  The OP framework, as it stands above, cannot accommodate this phenomenon, 

or moreover, test this hypothesis. 

 

Consider another latent variable, r
*
, which represents an individual’s propensity to report 

accurately/inaccurately.  Let this latent variable be a function of a set of covariates, xr, with 

unknown weights r, and a (standard normal) disturbance term, r.  Again, assuming 

linearity, we write 

 . (4) 

When this index reaches a critical level (normalised to zero), the individual will accordingly 

report accurately (r = 1).  The probability that an individual will report accurately is therefore 

a probit probability of the form 

  (5) 

and, by symmetry, 1 minus this, for inaccurate reporting probabilities (r = 0).  For individuals 

who report accurately (r
* 

> 0, r = 1) they choose freely from the full choice set (here, 

0, ,4j  ); this choice will accordingly be determined by the standard ordered probit 

equations given above. 

 

On the other hand, for individuals who report inaccurately (r = 0), the inflation-hypothesis 

states that they are faced with the binary choice of good versus very good SAH, only.  Let 

this choice be dictated by a further latent variable m
*
, determined by an equation of the form 

  (6) 

*

r r rr x   

   Pr r raccurate x  

*

m m mm x   
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where xm are covariates with unknown weights m, and m a (standard normal) disturbance 

term.  When this index reaches a threshold value, again normalised to zero, the inaccurate 

reporter will choose outcome y = 3 (very good) with probability , and outcome y = 

2 (good), with probability . 

 

Under independence of all of the stochastic elements of the system, the joint probabilities of 

inaccurate reporting and good and very good outcomes, will therefore be 

  (7) 

And for those accurate reporters and all choice probabilities will be: 

 . (8) 

Marginal probabilities of the full choice set are simply the sum of the two components such 

that: 

. (9) 

This model now does have the attributes that can test our hypothesis: the SAH categories of 

good and very good get this additional boost from the inaccurate reporters.  Moreover, the 

extent to which probabilities of inaccurate reporting diverge from zero is a reflection of the 

strength by which we can accept or refute our hypothesis. 

 

The latent variables r
*
 and y

*
 and also r
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 and m
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though, relate to the same individuals 

(although not so the m
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*
, as they relate to distinct sub-groups of the population: the 

accurate, and inaccurate, reporters).  Therefore, it is likely that the unobservables across these 
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equations will be related, with respective correlation coefficients ry and rm.  This refinement 

now yields marginal probabilities that are functions of bivariate normal distributions, such 

that 

 

  (10) 

Once the form of the probabilities and which outcome was chosen are both known, 

estimation is then undertaken using maximum likelihood techniques (see, for example, 

Greene, 2008).  Here the log-likelihood function would accordingly be 

  
=0

( ) = ln Pr( | ) , =1[ = ]
J

ij i i ij i

j

l θ d y = j x d y j  (11) 

where  contains all of the parameters of the model to be estimated. 

 

Finally, as is common with survey data on SAH, the data we have in hand are panel data: that 

is, we have repeated observations on individuals over time. , It is possible to condition on 

individual unobserved heterogeneity (see, for example, Mátyás and Sevestre, 2008): that is, 

there will clearly by unobserved heterogeneity driving, in part, all our three latent equations. 

 

To account for this, we augment each r, m and y equation with an unobserved random effect 

(r,m,y); the latent equations now become 

 . (12) 

We allow for correlations across the r and y, and r and m equations, but not across the m and 

y ones, for reasons already notes, such that
6
 

                                                 
6
 We note that in the empirical application, due to the range of questions used in the analysis (see below), very 

few individuals were actually observed more than once; due to this, it was difficult to identify the correlations 

across the three sets of unobserved effects, and they were therefore set equal to zero.  In a sense, the resulting 

empirical model could be thought more of as a random parameters (constants) one, as opposed to a more 

traditional panel data one. 
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 . (13) 

The presence of the random effects in the likelihood function significantly complicates 

estimation.  The method chosen here to integrate these unobserved effects out of the 

likelihood function is to use simulated maximum likelihood techniques, using three Halton-

draw sequences each of length 500.  The simulated log likelihood function is 
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where 
*

itP  is the probability corresponding to the observed choice (for individual i, in time 

period t) conditional on all unobserved effects in the model.  

 

For the time being, we assume that all covariates are independent of all stochastic elements of 

the system.  Moreover, the very few instances of multiple observations per individual in our 

estimation sample (see footnote 5), means that it is not possible to follow the Mundlak (1978) 

approach to freely correlated covariates and unobserved effects.  However, we do address 

some potential endogeneity concerns, which are discussed in the data sections below. 

 

A behavioural interpretation couched in terms of a latent class setting (see, for example, 

Greene and Hensher, 2010, with regard to latent class, or finite-mixture, models and ordered 

choice models) appears to be appropriate here.  That is, clearly the good and very good 

observations arising from both accurate and inaccurate reporters are observationally 

equivalent.  Therefore we can only probabilistically allocate observations to each regime, or 

unobserved (latent) class, on the basis of the hypothesised model described above.  Thus the 

latent class interpretation of our approach would be that there are two unobserved classes; 

these are identified on the basis of the good and very good responses only and moreover on 

the data chosen to enter this equation determining this split.
7
  Thus, clearly, the choice of 

appropriate data to identify this equation will be extremely important, and we return to this in 

the follow section(s). 

                                                 
7
 It is important to remember, as noted earlier, that these do not necessarily suggest anything about the accuracy of 

the responses.  The latter responses may well be accurate reflections of the individuals' self-assessed 
health.  However, we contend in this paper, for the reasons outlined above, that this may not be a particularly good 
representation of their true health. For some individuals, these responses may be neither an accurate representation 
of their true health or even their self-assessed health, but merely the outcome of a "box-ticking" strategy". 
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Following on with the latent class analogy, ex post, numerous quantities may be of interest to 

the researcher and/or policymaker.  In terms of probabilities, we can consider various 

posterior, or conditional on the data, probabilities of “class” membership (see, again with 

particular reference to posterior probabilities in an ordered choice latent class set-up, Greene 

and Hensher, 2010).  For example, conditional on the individual choosing one of the 

hypothesised inflated outcomes, we can estimate posterior probabilities that an individual is 

an inaccurate reporter.  Or, given that the individual chooses say good, what is the posterior 

probability that he/she is jointly an inaccurate reporter and chooses this outcome.  In this 

way, we can effectively (probabilistically) allocate individuals choosing one of these two 

outcomes, into either being accurate or inaccurate reporters.  (Note that by construction, if the 

individual reports poor, fair, or excellent, they must be an accurate reporter.)  We can also 

consider prior, that is unconditional on the observed choice: probabilities of inaccurate 

reporting (or “class” membership); overall probabilities of each outcome; or that probability 

split down into its component parts (as detailed above in the equations deriving the various 

probability components).   

 

Finally, we can also consider partial effects of explanatory variables on the various 

probabilities noted above, corresponding to various parts of the overall model.  For example, 

we hypothesise that partial effects on the conditional, posterior probability of inaccurate 

reporting, will be of great importance to policymakers as this will help to identify those 

individuals more likely to inaccurately report.  Partial effects purged of any mis-

reporting/inaccurate reporting effects, especially with regard to important policy tools, on 

health outcomes are also extremely likely to be of interest to policy makers.  That is, ignoring 

such inaccurate reporting, a variable might appear to have a (superficially) advantageous 

effect on health outcomes and therefore be an obvious focus area for policymakers.  

However, in allowing for such inaccurate reporting, if it is found that this variable is 

essentially just driving observed outcomes though inaccurate reporting then clearly this will 

no longer the case. 

 

Data and Empirical Model Specification 

The data used are the longitudinal survey of Household and Income Labour Dynamics of 

Australia (HILDA).  Waves 1 – 8 are used (yielding an initial sample of over 100,000 

observations).  The HILDA survey is ideal for our purposes as it is a panel data set containing 
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a whole host of information on SAH and other health measures, as well as numerous 

demographic variables. (See Wooden and Watson, 2007, for more information on the HILDA 

survey in general.)  Indeed, the HILDA survey, being heavily based on U.S. and British (and 

other) international counterparts (such as the PSID and the British Household Panel Survey) 

is a widely respected and heavily used data set
8
. 

For the econometric model described above, three sets of variables are required (xr, xm, xy).  

Clearly the choice of the variables entering these is very important, especially with regard to 

specifying the r
*
 equation that will identify our inaccurate reporters.  However, akin to a 

more standard latent class model, there are no identification issues in having ; we 

have no strong priors for this not to be the case.  Thus three sets of covariates are considered: 

common, which feature in all equations; inaccurate-reporting, these uniquely identify the 

inaccurate/accurate reporters; and health, which uniquely identify the health equations for 

both the accurate and inaccurate reporters. 

Common Variables 

Here a standard set of demographics are considered: ones that have been essentially used in 

previous empirical studies of health production functions such as Contoyannis et al., 2004.  

Moreover, we have no strong priors about whether or not, nor in which direction, these 

variables are likely to affect the mis-reporting/inaccurate decision.  These consist of 

quadratics in (standardised) age and household income; gender; migrant status; education; 

employment status; marital status; number of children; place of residence; and “seifada” (an 

index of relative socio-economic disadvantage). 

Wave 5 of the HILDA survey also contains information on the so-called “big five” 

personality traits.  These consist of ordered scales on agreeableness, conscientiousness, 

emotional stability, extroversion and openness to experience.
9
  There is a significant amount 

of literature suggesting correlations between health, including SAH, and these personality 

measures.  The psychology literature (for example, Jorm et al., 1993, Korotkov and Hannah, 

                                                 
8
 This paper uses unit record data from the Household, Income and Labour Dynamics in Australia (HILDA) 

Survey. The HILDA Project was initiated and is funded by the Australian Government Department of Families, 

Housing, Community Services and Indigenous Affairs (FaHCSIA) and is managed by the Melbourne Institute 

of Applied Economic and Social Research (Melbourne Institute). The findings and views reported in this paper, 

however, are those of the author and should not be attributed to either FaHCSIA or the Melbourne Institute. 
9
 See 

http://www.fahcsia.gov.au/about/publicationsarticles/research/austsocialpolicy/Documents/austsocpolicy8/art5.h

tm 

m yx x

http://www.fahcsia.gov.au/about/publicationsarticles/research/austsocialpolicy/Documents/austsocpolicy8/art5.htm
http://www.fahcsia.gov.au/about/publicationsarticles/research/austsocialpolicy/Documents/austsocpolicy8/art5.htm
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2004, and Michel, 2006), suggests evidence of personality traits affecting perceptions of 

health, rather than underlying health.  However, even in this literature there is evidence of 

personality traits affecting both subjective and objective measures of health (for example, 

Korotkovand and Hannah, 2004) such that these are included in all parts of the model, but 

based predominantly on the psychology literature, our priors would be that they will be 

strong predictors of the inaccurate reporting equation.  A drawback with the use of these 

variables is that they were only recorded once (Wave 5); this has the result that we lose any 

individual who dropped-out of the survey before Wave 5.  We also have to make the 

assumption, as noted in the HILDA documentation, that an individual’s personality traits are 

constant over time.
10

 

Variables to Identify the Inaccurate Reporters  

Arguably the most important variable selection issues we need to address relate to the 

instruments for inaccurate reporting.  Clearly these need to be strongly related to the mis-

/inaccurate reporting decision, but be independent of the individual’s true health status.  In 

this respect, the HILDA survey contains some useful interviewer based responses on several 

aspects of the interviewee’s completion of the survey.  These include how suspicious (the 

interviewer believed) the respondent was about the study after completion; whether there was 

another adult present; and the respondent’s general understanding of the questions.  Clearly, 

all of these are likely to affect the accuracy of the response and/or inclinations to inaccurately 

report, but also be independent of the respondent’s true health levels.
11

 

Based on the arguments presented above, ideally what is desirable are proxies: for 

“interview-trust”; to capture respondents who are more prone to issues of wanting to appear 

“socially desirable”; to capture individuals with “item-preference”.  There is a significant 

amount of literature suggesting that the longer a respondent spends with the interviewer, the 

more trusting they are of both him/her and the survey in general (see, for example, Corbin 

and Morse, 2003).  For each respondent it is possible to calculate the total number of 

questions they answered. This should be a strong proxy for length of time spent completing 

the survey and as such is an increasing proxy for trust.  Clearly, this will be uncorrelated with 

health levels. 

                                                 
10

 In Wave 9 the personality variables were collected again.  However, these are not identical to the Wave 5 

responses, and it is not clear how these two observations per individual should be combined – as such the Wave 

9 data and onwards are not used. 
11

 A potential problem with them all (apart from whether another adult was present), is that they essentially 

represent heterogeneity of the interviewer and not the interviewee. 
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A further survey-based instrument of potential use is the number of questions (relative to the 

total number asked) that the respondent refused to answer. Again, this provides a clear 

indication of survey-trust, and will be independent of health levels.  The final survey-based 

instrument considered here seeks to capture “digit-preferencing/item-preference.” We used 

the respondent’s modal response to all other non-health related 5-point likert scale questions.  

On the basis of these a dummy variable is constructed for whether this modal response was 

“middle” or to the “right-of-middle” (on an increasing scale).  Once more, this should be an 

excellent proxy for individuals simply “ticking boxes in the middle”, and by definition be 

independent of health levels. 

Variables to Identify the Health Equations  

Here variables are required that directly affect health levels, but should not have an influence 

on reporting behaviour.  Two direct health indictors are used.  The first is inclusion of a 

simple dummy variable indicating the presence of any long-term health conditions.  The 

second health indicator is based on the assumption of state-dependence in health levels: apart 

from health shocks, health levels are likely to be highly dependent over time.  The 

approaches summarised in Jones et al (2006), Disney et al. (2006), and others are followed 

here.  We include individuals’ “initial health stock” to capture dynamics.  To account for 

endogeneity of this, following the literature, the variable is entered as the predicted latent 

variable from a Generalised Ordered Probit of initial SAH levels, on a range of measured 

health conditions (Jones et al., 2006, Disney et al., 2006).   

The remaining instruments for the health equations are essentially health inputs and risk 

factors: smoking; drinking; and exercise behaviours.  Although these variables are clearly 

good predictors of health levels, and should not affect reporting behaviour, they are 

potentially endogenous in a model of health.  To account for this potential 

endogeneity/reverse causality, these are instrumented using the Generalised Residual 

Inclusion approach (Terza et al., 2008).  This entails estimating dynamic random effects 

ordered probit models for each using on a standard set of demographics.  Due to the panel 

nature of the data, the over-identifying restrictions here are simply the lagged values of the 

dependent/endogenous variable.  To account for the endogeneity in these ancillary dynamic 

panel probit models, the Wooldridge approach is followed, and so we include initial 

conditions as covariates (Wooldridge, 2005) in these equations.  The generalised residuals are 

calculated as the derivative of the individual log density functions with respect to the constant 
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term in the model. These are then entered into the primary equation along with the original 

variable(s). 

Variable definitions of the variables used, as well as some summary descriptive statistics, are 

given in Table 1 below.  In brief, we see that average SAH is high, at somewhere between 

good and very good.  About half the sample is male, and the majority are employed.  About 

20% are current smokers; nearly 30% are classified as being in the “risky-drinking” category; 

and some 40% undertake only low amounts of physical activity.  With regard to the 

instruments for the inaccurate reporting equation, it can be seen that another adult was 

present in 36% of interviews; and respondents were generally cooperative, non-suspicious 

and showed a good understanding of the questions.  Respondents refused to answer a 

relatively small number of questions.  Interestingly, some 42% of observations corresponded 

to the modal choice of picking the “middle/right-of-middle” responses in the likert-scale 

response items for all other non-health questions. 

Insert Table 1 about here 

Results 

Firstly, in Table 2 we present some summary results of predicted probabilities, along with 

sample proportions.  From this, the high observed proportions of good and very good 

outcomes are clearly evident: nearly 73% of responses fall into these categories (top panel, 

column 1).  One of the key results of our findings relates to the probabilities of inaccurate 

reporting: clearly if there is little, or no, inaccurate reporting into these hypothesised inflated 

categories one would reject the basic inflation hypothesis and favour a more standard 

econometric approach that does not embody such outcome-inflation.  In such a situation, we 

would simply conclude that the observed outcomes are, indeed, a true reflection of the 

nation’s health.  However, the inflation hypothesis is clearly supported by the results 

presented in Table 2.  The model predicts some 29% prior probability – from (10), this is 

   Pr inaccurate, 2 Pr inaccurate, 3 ( , ; ) ( , , )r r m m rm r r m m rmy y x x x x                

(11) 

- that a randomly selected observation will inaccurately report into one of these two 

categories (bottom panel, column 1).  Moreover, the estimated posterior probability of an 

individual inaccurately reporting (that is, conditional on them being in one of these two 

categories), 
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      (12) 

is over 50% (bottom panel, column 1).
12

  Moreover, with these estimated probabilities, and 

others reported elsewhere, the small standard errors on them suggests that we can be 

confident in their magnitudes.
13

 

Next, against the overall sample probabilities, a comparison is made of (averaged) overall 

model-predicted probabilities in the Total column (column 2, top panel).  Thus it can be seen 

that sample and predicted marginal probabilities for both excellent and good are reasonably 

close to the sample frequencies.  One interpretation of this is that the observed sample 

proportions in these categories are probably quite a good reflection of the “true” population 

proportions.  However, we also see that the model is significantly pulling probability away 

from the observed sample proportion for the very good category, and putting additional mass 

into the poor one (as well as also taking mass out of the fair category).  Again, one 

interpretation here is that, even with inflation, the sample proportions of the very good health 

category are an over-representation of the population in general; and that there are many 

more individuals in poor health, than reflected by the raw data. 

We next take a closer look at the probabilities for the hypothesised inflated outcomes.  In 

particular, the Prior Joint column (column 3) contains the joint (prior) probability arising 

from inaccurate reporting and these two outcomes.  In essence it provides a metric by which 

we can judge how much the outcome has been inflated by the hypothesized inaccurate 

reporting.  Thus for a randomly selected observation from the population, it can be seen that 

of the total 36.6% probability estimated for the good outcome, 21.7 percentage points (pp) of 

this can be attributed to inaccurate reporting into this category.  This number is somewhat 

lower (at 7.1pp) for the 23.5% in the very good category, but still suggests significant over-

inflation there as well.   

In the Joint Posterior column (column 4), we present conditional joint probabilities of 

inaccurate reporting given the choice of either good or very good, respectively.  The 

conditional probabilities are obtained using Bayes theorem, 

                                                 
12

 Note that these, and other estimated probabilities are estimated for each observation in the sample, and then 

averaged.  All unobserved effects were set equal to their expected values. 
13

 The delta method was used to estimate standard errors here, taking into account the dependence across 

observations due to the presence of common parameters. 
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(13)

 

and likewise for y = 3.  The components are found in result (10).  We see that conditional on 

an observation being in the good category, there is a large 53% chance that this actually 

corresponds to an inaccurately reported observation. The corresponding figure for the very 

good outcome, is somewhat lower, at 36.6%, but is still far from zero.  Both of these results 

(for the joint prior and conditional probabilities) suggest a significant amount of over-

inflating into both categories, but much more so into the good category.   

Finally, the Inflated Outcomes column, gives the estimated (sample averaged) prior 

probabilities of the choice between good and very good faced by the inaccurate reporters.  

Here we see that latter is slightly more likely to be chosen. 

Insert Table 2 about here. 

The full set of parameter estimates are given in Tables 3 and 4.  The parameter results are 

only briefly discussed here.  As these are not partial effects, it is only possible to consider 

significance levels and directions of effects (we return to partial effects shortly).  With regard 

to the index function for ordered outcomes (y
*
 and xy), it can be seen that the model does a 

very good job in explaining the health equation purged of any bias arising from inaccurate 

reporting.  That is, with the exception of only a couple of variables, all covariates are 

significant predictors of this equation, and typically with the direction of effects as expected 

and found previously in the literature.  Thus quite significant and non-linear, age and income 

effects; and strong negative and positive, respectively, effects of smoking and exercise can be 

seen.  It is also noted in passing that generalised residuals for both smoking and exercise are 

strongly significant (but not for alcohol), indicating probably endogeneity of these variables 

in the health equations.
14

  Initial heath stock is strongly significant, as is the presence of any 

long-term health condition.  Interestingly, all of the personality scale variables are all strong 

predictors of self-assessed health. 

                                                 
14

 Denoted GR(SMOKE, EXERCISE, ALCOHOL). 
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The equation that determines the inaccurate reporters is the one linking r
*
 and xr.  Of high 

importance here are the identifying variables.  Firstly, it can be seen that neither the perceived 

cooperativeness nor suspicion of the respondent help to identify this equation.  The suspicion 

of the survey in general might be better captured by the total number of refused questions in 

the survey–however, this is also insignificant.  On the other hand, if another adult was present 

at the interview, the respondent was estimated to be significantly more likely to report 

accurately, as were observations where there was a perceived worse understanding of the 

survey in general.  Respondents apparently do gain significantly more trust with the length of 

time spent with the interviewer, as the total number of questions answered is a very strong 

positive predictor of being an accurate reporter.  Finally, there is clear evidence of “digit-

preferencing” and/or “middle-box-ticking”, as if the respondent’s modal choice of non-health 

related questions was in either the central response box, or the one immediately to the “right” 

of this, there was strong evidence that they would also tick one of these outcomes with regard 

to SAH. 

Next the health equation is considered for those individuals identified as inaccurate reporters.  

Recall, that for these individuals, the choice is only one of good versus very good.  This 

health equation appears to be well-explained by the assumed health production function, with 

high levels of significance across-the-board.  However, there are some interesting differences 

with the effects estimated for the accurate reporters.  For example, accurately reporting males 

are more likely to report higher SAH levels, whereas gender is insignificant for the latent 

class identified as inaccurate reporters.  And whilst migrant status is associated with lower 

SAH levels for the latent class of observations identified as accurate reporters, the reverse is 

true for those identified as the latent class of inaccurate reporters.  

Insert Table 3 about here. 

The ancillary parameters of the model are presented in Table 4.  The boundary parameters are 

all strongly significant, which is often taken as an indication of the assumed ordering in the 

response variable.  Extremely strong evidence is found of unobserved effects in all three 

equations, with, unsurprisingly, unobserved effects in the health equation for inaccurate 

reporters (m) being the largest.  Strong evidence is also apparent for the a priori expected 

correlations between the unobservables in both the r
*
 and y

* 
equations and those in the r

*
 and 

m
*
 ones.  These are of a similar magnitude in both equations, and imply that, all other things 

equal, the more likely an observation is to be in the identified latent class of accurate 
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reporting, the higher reported SAH levels will be.  Conversely, all other things being equal, 

the more likely an observation is to be in the identified latent class of inaccurate reporting, 

the lower reported SAH levels will be, within this class. 

Insert Table 4 about here. 

There are several probabilities that may be of potential interest to policymakers, some of 

which have been previously discussed.  It is possible to estimate partial effects of covariates 

for each of these probabilities.  Given space considerations and the focus of the paper, we 

consider only those partials concerning both the posterior and prior probability of an 

inaccurate reporter.
15

  To be specific, in Table 5 we report a selection (of significant) partial 

effects on the posterior probability of being an inaccurate reporter given the observed 

response,  Prob inaccurate | 2 or 3y y  .  Table 6 reports the partial effects for the prior 

probability of an inaccurate reporter,  Prob inaccurate .  In both cases these are split into 

positive and negative effects, and ranked in order of magnitude.  Although, for reasons of 

space only a selection of such partials is presented, we note that high levels of statistical 

significance across most of the variables and the various partials were found.  In particular, 

although not presented here, age exerted a relatively large effect. 

Insert table 5 about here. 

Turning first to Table 5, these partials would be interpreted along the lines of given that an 

individual was observed to choose one of the inflated categories, what are the effects of 

explanatory variables on the probability that they are an inaccurate reporter?  Drilling down 

to this level can help provide more information as to who is actually more or less likely to 

inaccurately report in this specific context.  Due to the conditioning in these posterior 

probabilities, they are affected by variables in all parts of the model, not just those entering 

the inaccurate reporting equation.  Thus we see an effect coming from the number of 

questions answered: one of the variables specifically hypothesized to identify these 

individuals.  For a 1-unit rise in the log of the number of questions answered, a clear proxy 

for overall trust in the survey, the individual is some 3½pp less likely to report inaccurately.   

The more highly educated are less likely to report inaccurately; for example, those 

individuals who choose an inflated outcome and who have a university education are 2½pp 

                                                 
15

 The full set of partials are available on request. 
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less likely to report inaccurately.  Similarly, males in this group are some 2pp less likely to 

report inaccurately.  Interestingly, some of our further instruments for inaccurate reporting 

also afford a relatively large effect: for example, a unit increase in the perceived 

understanding of the survey questions reduces inaccurate reporting probabilities by some 1.5 

pp; there being another adult present at the time of interview, decreases the probability of 

inaccurately reporting by some 1pp. 

Turning to those variables that exert a positive effect on inaccurate reporting, we can see that 

for those individuals who would choose an inflated outcome, being employed and married 

increase the probability of inaccurately reporting by some 5 and 4pp, respectively.  

Interestingly, whether the modal choice of all other non-health related questions was 

“middle” or “to the right of middle”, exerts a significant and relatively large effect on the 

inaccurate reporting probability: these individuals are nearly 1pp more likely to be a “serial 

digit preferencer” and so report inaccurately here. 

The results in Table 6 correspond to the prior probability of inaccurate reporting, and can be 

interpreted as given a randomly selected person from the population, with no knowledge of 

their SAH outcome, what are the effects of explanatory variables on the probability that they 

are an inaccurate reporter?  As might be expected, these bear a strong resemblance to the 

posterior effects, but, only variables that appear in the inaccurate reporting equation can have 

an affect here.  Thus we see that, once again, a 1-unit rise in the (log of) the number of 

questions answered results in a random selected individual being over 3pp less likely to 

report inaccurately.  Having a university education and completing high school, respectively, 

reduce this probability by just over and under 2pp.  Being male is likely to reduce prior 

inaccurate probabilities by over 1.5pp.  In addition, two of our identifying variables exert a 

relatively large effect: a unit increase in the perceived understanding reduces this probability 

by 1.5pp, whilst there being an adult present reduces the same by nearly 1pp.Being employed 

and married both exert a strong positive influence (of nearly 5 and 4pp, respectively) on the 

prior probability of inaccurate reporting.  And once more, there is strong evidence of the 

validity of one of our identifying variables, in that “box-tickers” have a ½pp higher 

probability of inaccurately reporting into their SAH levels. 

The exercise of using an in-depth analysis of the model predictions can aid policymakers in 

identifying the potential inaccurate reporters and offer some insights into how such 

potentially inaccurate reporting can also be minimised. 
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Discussion 

We hypothesise that in survey questions related to self-assessed health there may be mis-

reporting/inaccurate reporting.  Given the apparent over representation of responses in the 

categories good and very good, responses may be in some sense inflated when compared to 

more objective measures of health.  

Using a large nationally representative panel sample, we propose and test an appropriate 

econometric specification to identify potential outcome inflation and provide more 

information as to who is more likely to inaccurately report their responses.  We find that a 

significant number of responders inaccurately report into these categories, even after 

controlling for other effects such as long term illness.  We estimate that a randomly selected 

member of the population has some 30% chance of inaccurately reporting into one of these 

inflated states; and that of those who do choose one of these outcomes there is a conditional 

very large probability of some 55% that they have reported inaccurately. 

This inaccurate reporting appears to be driven by many of the standard demographic 

variables, including age, gender, education, employment status and personality traits.  We 

also significant effects of “digit preferencing”, trust, understanding of the survey in general 

and the presence of another adult.  In terms of magnitudes of effects, age, education, survey 

trust, gender, general understanding of the questions/survey and employment and marital 

status all, amongst others, appear to be highly influential. 

Failing to account for such inflated responses in measures of self-assessed health could lead 

to significant changes in policy that are based on potentially unreliable responses and 

similarly affected econometric results.  Further investigation and reflection on the 

implications of these issues is warranted, especially given the economic significance of the 

health sector, increasing costs in developed countries and the heavy policy reliance on such 

self-assessed measures of health. 

There may valid reasons for this over inflation – reasons we cannot account for here, such as 

adaptation to conditions, or moving in-and-out of conditions, such as mental illness.  

However, we demonstrate that over reliance upon a simple metric such as the 5-point health 

scale may be misleading if taken at face value.  Other more sophisticated measures of health 

and illness alongside such scales, and the exposition of the potential over inflation in survey 

responses, may help make the measurement of SAH a much more useful tool in targeting 
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effective use of scare health resources.  Indeed here, we have demonstrated exactly that: how 

there are ways in which it may be possible to make such measures of health more useful to 

policymakers. 

Finally, we note that such “box ticking” behaviour is also likely in the analysis of many other 

survey related data, not just health.  Indeed, the methodology, along with the predominantly 

survey-based instruments we derive and suggest, respectively, to identify these inaccurate 

reporters are likely be widely applicable in many such instances. 
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Table 1: Summary Descriptive Statistics; Based on Estimation Sample of 42,120 

Observations 

 Mean Standard 

Deviation 

Brief Description 

SAH 2.340 0.9479 Self-assessed health 

MALE 0.460 0.4984  

MIGRANT 0.217 0.4120  

UNIVERSITY 0.237 0.4250 Highest qualification 

CERT/DIP 0.315 0.4647 Highest qualification 

HIGHSCHOOL 0.132 0.3385 Highest qualification 

EMPLOYED 0.649 0.4774  

MARRIED 0.666 0.4718  

# CHILD 0.262 0.6999  

CITY 0.603 0.4893  

SEIFADA 5.760 2.8285  

AGREEABLENESS 5.407 0.9069 Personality Scale (1-7; increasing in 

the trait) 

CONSCIENTIOUS 5.191 1.0114 As above 

EMOTIONAL 5.254 1.0748 As above 

EXTROVERTNESS 4.385 1.0743 As above 

OPENNESS 4.207 1.0448 As above 

SMOKER 0.197 0.3975  

EX-SMOKER 0.312 0.4633  

RISKY-DRINKER 0.270 0.4440 Drinks 1 or more days per week and 3 

or more standard drinks on any 

drinking occasion 

LOW-DRINKER 0.580 0.4936 Drinks no more than 3 days per month 

OR no more than 2 standard drinks on 

any drinking occasion 
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LOW PHYSICAL 

ACTIVITY (PA) 

0.399 0.4898 Moderate or vigorous exercise 2 times 

or less per week 

MODERATE PA 0.160 0.3667 As above but 3 times per week 

HIGH PA 0.334 0.4718 As above but more than 3 times per 

week 

LR HEALTH 

CONDITION 

0.284 0.4508 Presence of any long-term health 

condition 

ADULT 0.361 0.4802 Another adult present at interview 

COOPERATIVE 1.157 0.3936 Cooperative scale (1-5); decreasing in 

trait 

SUSPICIOUS 1.012 0.1164 Suspicious scale (1-3); increasing in 

trait 

UNDERSTANDING 1.255 0.4834 Understanding scale (1-5); decreasing 

in trait 

LN(#QUESTIONS) 5.397 0.2720 Log of total number of questions 

asked  

% REFUSED 0.001 0.0061 % of refused questions (as a decimal) 

MODE34 0.420 0.4935 Dummy for whether modal likert-

scale response was “middle/right of 

middle” 

GR(ALCOHOL, 

EXERCISE, SMOKING) 

  Generalised residuals 
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Table 2: Summary Estimated Average Probabilities (standard errors in parentheses) 

 

 

 

SAH Category 

(1) 

 

 

Sample 

(2) 

 

Total 

Probability 

(3) 

 

Joint Prior 

Probability 

(Inaccurate 

Reporting) 

(4) 

Joint 

Posterior 

Probability 

(Inaccurate 

Reporting) 

(5) 

Inflated 

Outcomes 

(Good 

versus Very 

Good)  

Poor 0.031 0.248    

  (0.001)    

Fair 0.146 0.057    

  (0.001)    

Good 0.371 0.366 0.217 0.530 0.452 

  (0.006) (0.001) (0.002) (0.005) 

Very Good 0.355 0.235 0.071 0.366 0.549 

  (0.001) (5E-04) (0.004) (0.005) 

Excellent 0.097 0.094    

  (0.010)    

Inaccurate-

Reporting 0.288     

 (0.002)     

Posterior 

Inaccurate-

Reporting 0.546     

 (0.004)     
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Table 3: Estimated Model Coefficients (estimated standard errors in parentheses, ***, **, 

* denote significance at 1%, 5%, 10% level) 

Variable Index Function for 

Ordered Choices 

Index Function for 

Inaccurate-Reported 

Outcomes 

Index Function for 

Inaccurate-Reporting 

Equation 

AGE -.6219*** (0.044) -3.0822*** (0.470) -.8797*** (0.126) 

AGE
2
 .4071*** (0.043) 1.8916*** (0.400) .4597*** (0.115) 

MALE .1043*** (0.015) 0.0810 (0.094) .2560*** (0.035) 

MIGRANT .0287* (0.016) -.8323*** (0.122) .0922** (0.041) 

UNIVERSITY .1932*** (0.021) 1.3826*** (0.179) .3273*** (0.053) 

CERT/DIP -0.0157 (0.018) 0.1083 (0.097) -.1703*** (0.040) 

HIGHSCHOOL .1780*** (0.023) 1.6689*** (0.213) .2626*** (0.061) 

EMPLOYED .0611*** (0.018) 0.0606 (0.133) -.7316*** (0.048) 

H/H INC .0730*** (0.013) .2770** (0.109) .0828** (0.037) 

H/H INC
2
 -.0385*** (0.010) -0.1793 (0.163) 0.0250 (0.045) 

MARRIED -.1276*** (0.015) -1.2224*** (0.138) -.5720*** (0.042) 

# CHILDREN 0.0033 (0.010) .2377*** (0.070) -0.0285 (0.024) 

CITY -0.0053 (0.015) -0.0911 (0.089) -0.030 (0.034) 

SEIFADA .0145*** (0.003) .0309* (0.017) -.0111* (0.006) 

AGREEABLENESS .0569*** (0.008) .1709*** (0.053) .0427** (0.019) 

CONSCIENTIOUS .0303*** (0.007) .2058*** (0.051) -.0857*** (0.018) 

EMOTIONAL .1084*** (0.007) -0.0154 (0.045) -0.0025 (0.017) 

EXTROVERT .0824*** (0.006) .1504*** (0.042) .0770*** (0.016) 

OPENESS .0324*** (0.007) .2374*** (0.048) .1039*** (0.017) 

SMOKER -.1361*** (0.028) -.5072** (0.232) - - 

EX-SMOKER -.0322** (0.015) 0.072 (0.110) - - 

RISKY-DRINKER .1531*** (0.022) -.8768*** (0.171) - - 

LOW-DRINKER .1660*** (0.021) 0.0310 (0.152) - - 

LOW PHYICAL 

EXERCISE (PA) .5116*** (0.024) -0.145 (0.162) - - 
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MOD PA .8837*** (0.035) 1.5781*** (0.264) - - 

HIGH PA .9875*** (0.026) 1.1289*** (0.192) - - 

HEALTH -.9015*** (0.015) 0.0822 (0.101) - - 

Y0 .4886*** (0.008) 1.0078*** (0.092) - - 

GR (SMOKE) .0546*** (0.007) .3289*** (0.066) - - 

GR (ALCOHOL) -0.0025 (0.015) -0.0228 (0.126) - - 

GR (EXERCISE) -.1507*** (0.013) -.9508*** (0.116) - - 

ADULT - - - - .1226*** (0.028) 

COOPERATIVE - - - - 0.0079 (0.042) 

SUSPICIOUS - - - - 0.1310 (0.128) 

UNDERSTANDING - - - - .2162*** (0.035) 

LN(#QUESTIONS) - - - - .4683*** (0.051) 

REFUSED - - - - 0.1609 (2.279) 

MODE34 - - - - -.0795*** (0.026) 
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Table 4: Estimated Model Coefficients: Ancillary Parameters (***, **, * denote 

significance at 1%, 5%, 10% level) 

Coefficients Parameter Value Standard Error 

Boundary Parameters  

1 1.6374*** (0.019) 

2 3.1621*** (0.025) 

3 4.6782*** (0.029) 

Correlations  

r,y .8884*** (0.010) 

r,m .9223*** (0.041) 

Constant Terms  

Ordered Equation 
-.7512*** (0.067) 

Inaccurate-Reporting 

Equation -.9894*** (0.333) 

Inaccurate-Reporters 

Equation -4.2021*** (0.609) 

Standard Deviations of Unobserved Effects 

Ordered Equation .6512*** (0.007) 

Inaccurate-Reporting 

Equation .7028*** (0.020) 

Inaccurate-Reporters 

Equation 1.4928*** (0.113) 

Maximised Log-Likelihood -45,642.62  
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Table 5: Selected Estimated Marginal Effects on Posterior Probability of Inaccurate 

Reporting (standard errors in parentheses; all p-values ≤ 0.05) 

Variable Negative Effect Variable Positive Effect 

LN(#QUESTIONS) -0.0342 (0.004) EMPLOYED 0.0531 (0.005) 

UNIVERSITY -0.0248 (0.004) MARRIED 0.0423 (0.004) 

HIGHSCHOOL -0.0200 (0.005) CERT/DIP 0.0125 (0.003) 

MALE -0.0192 (0.003) CONSCIENTIOUS 0.0061 (0.001) 

UNDERSTANDING -0.0158 (0.003) MODE34 0.0058 (0.002) 

ADULT -0.0089 (0.002) HEALTH 0.0041 (4E-04) 

OPENESS -0.0077 (0.001) SMOKER 0.0006 (1E-04) 

MIGRANT -0.0069 (0.003) EX-SMOKER 0.0002 (7E-05) 

EXTROVERT -0.0060 (0.001)    

HIGH PA -0.0045 (5E-04)    

MOD PA -0.0041 (4E-04)    

AGREEABLENESS -0.0034 (0.001)    

LOW PA -0.0024 (3E-04)    

LOWDRK -0.0008 (1E-04)    

RISKY-DRINKER -0.0007 (1E-04)    
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Table 6: Selected Estimated Marginal Effects on Prior Probability of Inaccurate Reporting 

(standard errors in parentheses; all p-values ≤ 0.05) 

Variable Negative Effect Variable Positive Effect 

LN(#QUESTIONS) -0.0308 (0.004) EMPLOYED 0.0481 (0.004) 

UNIVERSITY -0.0215 (0.004) MARRIED 0.0376 (0.003) 

HIGHSCHOOL -0.0173 (0.004) CERT/DIP 0.0112 (0.003) 

MALE -0.0169 (0.002) CONSCIENTIOUS 0.0056 (0.001) 

UNDERSTANDING -0.0142 (0.002) MODE34 0.0052 (0.002) 

ADULT -0.0081 (0.002)    

OPENESS -0.0068 (0.001)    

MIGRANT -0.0061 (0.003)    

EXTROVERT -0.0051 (0.001)    

AGREEABLENESS -0.0028 (0.001)    

 

 


