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Abstract 

Contribution:  Initially, the study was expected to find real-world examples of how data analysts 

use ChatGPT in their work. But the use of ChatGPT is forbidden in many companies because 

of privacy issues and data security. The study then turned to finding applications of ChatGPT 

to improve data analysts' work without directly utilizing company data and to improve the 

teaching quality of the MASY program with ChatGPT. 

Background: The main purpose of the study is to find applications of ChatGPT to improve the 

productivity of data analysts and improve the teaching quality of the MASY program. ChatGPT 

has surprised the world with its ability to perform various tasks, including writing Python/SQL 

code and doing large-scale data analysis. Many people argue data analysts may be replaced by 

ChatGPT. The paper aims to find the true situation of how data analysts use and view this tool. 

In addition, find out how can they use it efficiently to increase their productivity. For the MASY 

program with many database and analytics courses, the study also aims to find ways to integrate 

ChatGPT in teaching. 

Research Question: How is ChatGPT used in data analysts’ work and what are their views on 

this tool? What are the daily responsibilities of data analysts and how can ChatGPT boost their 

productivity without data leakage? How can ChatGPT be integrated in the teaching of analytics 

courses in the MASY program? 

Methodology: Both quantitative and qualitative approaches were employed. Quantitative 

results were obtained from interviews with working data analysts. Qualitative data were 

obtained from the interviews, and from the research literature and practices on ChatGPT. 

Findings: ChatGPT can perform many tasks of a data analyst but companies are reluctant to use 

it for analysis purposes because of privacy issues and data security. In the future, it is possible 

that many companies will develop their own local large language models to utilize their full 

potential. In addition, ChatGPT can make the preparation of teaching materials easier for 

professors and the studying process more efficient for students. 
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Introduction 
In today’s world, numerous efficient tools have emerged in every generation. In the 90s, the 

rising popularity of IT systems created new industries and new divisions of jobs. Generative AI 

is also a rising trend in recent months. Its applications varied from text to pictures, text to videos, 

text to PowerPoints, text to music and text to code. Although they are perceived as toys for the 

public, their content creation abilities are endorsed by industry professionals in advertising, 

technology, design, etc. Will generative AI also bring changes in industries and new jobs? How 

can professionals use them effectively in work? 

This paper will look into Generative AI’s impact on a specific position, data analyst. In 

particular, ChatGPT is selected as the main object for research because it has high potential in 

a wide range of tasks. Additionally, it will include some real-world practices of ChatGPT to 

illustrate how can data analysts use this tool. 

 

Background 

Background and history of ChatGPT 
ChatGPT is the short name for Chat Generative Pre-Trained Transformer. It is an AI-powered 

chatbox that is able to answer the prompts in human language and generate the outputs in human 

languages. It can perform various tasks, such as writing coherent essays, performing 

quantitative analysis, teaching and tutoring and generating codes according to descriptions. It 

is developed and introduced to the public by the institute OpenAI. It has drawn the attention of 

millions of people since its introduction and quickly became a hot topic worldwide. 

OpenAI is a private research institute that developed ChatGPT. OpenAI has a partnership with 

Microsoft. Microsoft invested in OpenAI in 2019, 2021 and signed the extended partnership 

contract with OpenAI in Jan 2023 (Microsoft Corporate Blogs, 2023). Microsoft plans to 

integrate AI features into various Microsoft products, including Microsoft 365 suits, Microsoft 

Teams and new Bing. 

ChatGPT is a fine-tuned version of GPT 3.5. GPT 3.5 is a large language model Open AI 

released on March 2022. GPT 3.5 is an updated version of GPT 3, including features such as 

application programming interfaces, APIs on OpenAI’s websites to be more easily adapted into 

other software or models. Before ChatGPT, OpenAI released another fine-tuned version of GPT 

3.5, which is called InstructGPT on January 2022. But it was not released to the public. 

InstructGPT used the similar fine-tuning technique as ChatGPT called reinforcement learning 

from human feedback (RLHF) (Heaven, 2023). This means that a large language model can 

spit out anything, but the researcher will tune it and teach it what kinds of answers are better to 

provide to humans (Heaven,2023). That is to say, the technical capacity of these models is 

around the same. However, Open AI has made a more human-friendly interface for ChatGPT, 

including a chat interface, talk dialogues, and understanding the context.  The biggest concern 

for developers at OpenAI during the beta stage of ChatGPT is its model’s factuality because 

the model likes to fabricate things (Heaven, 2023). But it is a common problem in GPT 3.5, 

therefore, developers are pleased to say ChatGPT outperforms InstructGPT and other models 

in terms of safety issues and factuality issues (Heaven,2023).  

MAE (Multimodal Autoencoder) was developed by researchers at OpenAI in 2019. It is a 

generative model that can learn to generate images from textual descriptions and vice versa. 

MAE uses a multimodal autoencoder architecture that combines both text and image modalities 

(Zhou et.al,2021). Before ChatGPT, they launched DALL-E in 2021, which is also a model 

leveraging machine learning techniques and NLP principles. DALL-E uses contrastive 

language-image pretraining (CLIP) for capturing semantic association between image-text 
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pairs and GLIDE diffusion model for text-conditional image synthesis (Zhou et.al,2021). 

DALL-E is open to the public, which helps Open AI gathers valuable feedback and experience 

to be used in the development of ChatGPT. 

DALL-E and ChatGPT are both Pretrained Foundation Models (PFMs). It is a type of machine 

learning model that has been pre-trained on large amounts of data to learn general features and 

patterns. Pre-trained models can be used to generate text, images and graphs, making them the 

ideal tool to complete tasks like machine translation, question-answering systems, topic 

modeling, sentiment analysis, etc. (Zhou et.al,2021). It is first used in the computer vision field 

then natural language processing. Pretrained Foundation Models (PFMs) itself can serve as the 

foundation for a lot of downstream applications without requiring training on task-specific 

datasets. With this advantage, researchers and creators can save time and resources if they do 

not want to turn to fine-tuned stage.  Pre-trained models can also be fine-tuned further to achieve 

a specific function. Fine-tuned is a machine learning technique that leverages the pre-trained 

model to smaller, task-specific datasets to improve its performance on that particular task. 

BERT (Bidirectional Encoder Representations from Transformers) was developed by 

researchers at Google AI Language in 2018. It was pre-trained on a large corpus of text data 

using a transformer-based architecture and achieved state-of-the-art performance on a wide 

range of natural language processing tasks. There are two applications of PFMs, BERT is in 

the category of PFMs with fine-tuning, while the other one is PFMs with zero/few-shot prompts 

like GPT (Zhou et.al,2021). GPT 3.5 uses an autoregressive decoder to use the first few words 

to predict the other words and solve the downstream tasks using fine-tuning (Zhou et.al,2021). 

BERT is mainly used for processing text tasks, such as recognizing the context in language and 

classification tasks, while GPT is more suitable for language generation tasks like question 

answering and writing paragraphs (Shahriar & Hayawi, 2023). 

Generative AI refers to artificial intelligence that can generate new content instead of only 

analyzing the data. Here is a picture to demonstrate the development history of various 

Generative AI models. We can see the boost of the development of various generative AI in 

recent years. 

 

(Gozalo-Brizuela & Garrido-Merch án, 2023) 
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Technical Principles of ChatGPT 
ChatGPT marks a significant milestone in the machine learning field. Machine learning is a 

subfield of Artificial Intelligence where machines learn from experience with no explicit human 

interference. As computer systems advance, data availability increases and algorithmic 

improvements, deep learning emerges as a high-performing technique (Shahriar & Hayawi, 

2023). It utilizes a large artificial neural network and requires more data for training.  Large 

language models are a family of deep learning models which has strong capability in analyzing 

text data (Shahriar & Hayawi, 2023). 

One of the most convenient and attracting feature of ChatGPT is that they can understand 

people’s language and its context. The more information you put into it, the better defined the 

purposes. How does a model understand people’s needs by just stating the human language but 

not the computer language 0 and 1? GPT simulates the learning process of the human brain. In 

the human brain, numerous neutrals are linked as complicated web syntax. Language is an input 

that intrigues a certain signal in the neutral web syntax (Space, 2023). That process is developed 

at human young age by observing and listening other people’s conversation. Human developed 

a certain inclined intention to analysis the words and confirmed their judgement by 

communicating with others and observing others’ behaviors. Machine learning model like 

ChatGPT, tries to simulate this process by building simulated neutral systems in computers 

(Space, 2023). Instead of providing an environment to observe others’ conversation, engineers 

put massive amount of data on the internet up to 2021 and use it as materials to train ChatGPT 

for one year (Shahriar & Hayawi, 2023). The researchers spend half a year to analysis the 

response from ChatGPT to make sure it follows human logic and optimize its answer, which is 

called the reinforcement learning. 

ChatGPT is trained on a massive foundation of data in the form of text similar to human 

language. It is in the category of Large Language Models (llms). ChatGPT is able to understand 

prompts in natural language (human language) and generate output in natural language by 

leveraging its extensive data storage and efficient design to understand and interpret user 

requests (Lund and Wang, 2023). Unlike traditional chatboxes who can only perform simple 

and pre-designed tasks, ChatGPT can effectively leverage its highly complex neural network 

to understand users’ requests and perform complex tasks such as writing a business plan, 

teaching concepts, writing and explaining codes, etc.  

ChatGPT has a multi-layer transformer network, belonging to a type of deep learning 

architecture, which gave ChatGPT’s ability to process natural language by processing input 

sentences using its internal knowledge and then generating a relevant response (Majumder, 

2022). It can understand the context of the conversation and generate a response in that context 

(Majumder, 2022). This makes the conversation with ChatGPT more like a real human because 

real humans can understand the different meanings of the same sentence in different contexts 

and give the corresponding result. 

ChatGPT 3.5 was trained for one year using a large amount of data. The development of the 

model uses a machine-learning technique called unsupervised pretraining. It is a process where 

the model learns the pattern on its own through a large amount of unlabeled data without human 

interference. The next process is supervised fine-tuning. In this process, the model was trained 

on smaller sets but labeled data. The creators of the model give more detailed refinement on 

the products of the model. The process lasts around half a year. After ChatGPT is opened to the 

public, the prompts and data input by millions of users is also selected and used to refine the 

machine learning model. 

 

Limitations of ChatGPT 
ChatGPT can fulfill many tasks with the user’s creativity and the right prompt (meaning the 
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input message from the user to the chatbox for it to understand the order).  However, some 

people also point out many problems exist in ChatGPT. One thing is the factuality issue. Even 

if you can use it as a search engine, many times ChatGPT will give fictional answers. In addition, 

its training source is up to 2021. Therefore, when you ask for information beyond 2021, it is 

more likely to give you fictional answers. Another thing is the model-biased issues. ChatGPT 

develops its capacity based on current training materials from all over the Internet. Racist, sexist, 

and otherwise abusive language may be in the training data (Hao, 2022). In addition, rich 

countries may have easier access and more presence on the Internet, making the response of 

ChatGPT more homogenized in the practice of rich countries (Hao, 2022). The last but most 

important thing is privacy issues. ChatGPT is a free research object from Open AI. At the 

beginning of using ChatGPT, users sign an agreement with Open AI that any data on the 

ChatGPT can be collected and used to improve the model. It is not recommended to put 

proprietorial data and private data from the organization on it because of the data leakage issues 

which may lead to business loss. 

 

Research process and methods 

Methodology Used in This Paper 
Both quantitative and qualitative approaches were followed. Quantitative results were obtained 

from interviews with data analysts. Qualitative data were obtained from interviews, research 

papers and practice on ChatGPT. The data collected for the paper consisted of both primary 

and secondary data. Secondary information sources include collecting and researching peer-

reviewed research papers, website articles, and posts on the website and social media. It was 

conducted at the beginning of the research to get background information and continued after 

the collection of primary sources. A well-structured question list was prepared and conducted 

with 7 data analysts in the form of a one-to-one Zoom meeting. The interview was conducted 

from February 2023 to March 2023. The data collected through this primary source was 

analyzed using keywords and frequencies, and topic modeling. Both quantitative and 

qualitative data were obtained through the interviews.  

At the beginning of the project, I research on my own to understand what ChatGPT is, its 

background, and practiced ChatGPT to gain a preliminary view of the research object. After 

that, I started interviewing data analysts. In particular, I selected entry-level data analysts. The 

main reason is that they deal with data directly, which can provide great insights into what data 

analysts’ daily work is like, what the tools they use and how to achieve their function with 

better efficiency. Senior managers rely more on the domain knowledge of the industry to 

provide strategic advice. It is a field ChatGPT may not help much.  

The interview materials provide the basis for further research. The collection of data analysts’ 

daily functions inspires me to think of how to achieve these with ChatGPT. Although ChatGPT 

is only a testing version, there have been various plugin available on the Internet, some of which 

is developed by Open AI and some of which is developed by ChatGPT users. It can give me a 

great hand on how to accomplish the certain function. 

Finally, based on the interview transcripts collected and the syllabus of MASY program, create 

use cases using ChatGPT. Perfect the prompts to achieve a certain function. Make a screenshot 

of prompts and results to record in the paper. 

 

How is ChatGPT used in this industry 
With the popularity of ChatGPT and other large language models, some people argue that this 

technology can improve the efficiency of the work and generate more robot-related positions, 
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while some are worried about it will replace the human. According to Zarifhonarvar (2023), 

ChatGPT and other technology alike can be attributed to labor-saving technology (LSTs). It 

can be historically traced to the industrial revolution and the invention of electricity and 

information technology in the 20th century. The main characteristics of LSTs include the labor-

saving effect, the size of which depends on the skill, industry and country (Montobbio et al. 

2022, cited in Zarifhonarvar, 2023).  

As for the impact of ChatGPT in labor market, it is possible to increase productivity, which 

leads to higher economic growth and higher wages. It is also possible to replace some repetitive 

work resulting higher unemployment rate.  

Zarifhonarvar (2023) performs a text-mining approach that extracts 20 most-mentioned 

keywords from the tasks of each position under the International standard classification of 

occupations (ISCO) and compares them with the tasks that ChatGPT can potentially automate. 

Based on the number of tasks that ChatGPT can automate, each position is classified into ‘Full 

Impact’, ‘Partial Impact’ and ‘No Impact’. Here is a picture showing the count of the number 

of positions in each category in ISCO’s impact level. 

 

(Zarifhonarvar ,2023) 

For the position ‘Data Analyst’, its ISCO code is 2511.2, which is fall below the category of 

‘Professionals’. We can see that it is the category that may be influenced most by ChatGPT. 

Therefore, data analyst needs to learn how to work with ChatGPT to increase their productivity. 

Based on this method, I have collected the main responsibilities for data analyst from ISCO 

definition and asked ChatGPT which tasks can be assisted by ChatGPT. I categorize the 

ChatGPT’s impact on the tasks of data analysts to full impact, partial impact and no impact. In 

addition, I asked ChatGPT to mark the tasks it can complete but may violate data privacy. 

Here are the answers from ChatGPT: 

1. Define Data Quality Criteria - fully assistance 
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2. Manage Data - fully assistance, but potential privacy concerns depending on the 

specific data and how it's managed 

3. Normalise Data - fully assistance, but potential privacy concerns depending on the 

specific data and how it's normalized 

4. Handle Data Samples - fully assistance, but potential privacy concerns depending on 

the specific data and how it's handled 

5. Unstructured Data - partially assistance, but potential privacy concerns depending on 

the specific data and how it's analyzed 

6. Execute Analytical Mathematical Calculations - fully assistance, but potential privacy 

concerns depending on the specific data and how it's analyzed 

7. Integrate ICT Data - partially assistance, but potential privacy concerns depending on 

the specific data and how it's integrated 

8. Establish Data Processes - partially assistance, but potential privacy concerns 

depending on the specific data and how the processes are established 

9. Business Intelligence - partially assistance, but potential privacy concerns depending 

on the specific data and how it's used for business purposes 

10. Information Confidentiality - fully assistance, but potential privacy concerns 

depending on the specific data and how it's handled 

11. Documentation Types - partially assistance, but potential privacy concerns depending 

on the specific data and how it's documented 

12. Perform Data Cleansing - fully assistance, but potential privacy concerns depending on 

the specific data and how it's cleansed 

13. Analyse Big Data - partially assistance, but potential privacy concerns depending on 

the specific data and how it's analyzed 

14. Information Extraction - partially assistance, but potential privacy concerns depending 

on the specific data and how it's extracted 

15. Resource Description Framework Query Language - no assistance 

16. Information Structure - partially assistance, but potential privacy concerns depending 

on the specific data and how it's structured 

17. Query Languages - partially assistance, but potential privacy concerns depending on 

the specific data and how it's queried 

18. Implement Data Quality Processes - partially assistance, but potential privacy concerns 

depending on the specific data and how the processes are implemented 

19. Data Models - partially assistance, but potential privacy concerns depending on the 

specific data and how the models are used 

20. Information Categorisation - partially assistance, but potential privacy concerns 

depending on the specific data and how it's categorized 

21. Apply Statistical Analysis Techniques - fully assistance, but potential privacy concerns 

depending on the specific data and how it's analyzed 

22. Collect ICT Data - partially assistance, but potential privacy concerns depending on 

the specific data and how it's collected 
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23. Data Mining - partially assistance, but potential privacy concerns depending on the 

specific data and how it's mined 

24. Perform Data Mining - partially assistance, but potential privacy concerns depending 

on the specific data and how it's mined 

25. Interpret Current Data - fully assistance, but potential privacy concerns depending on 

the specific data and how it's interpreted 

26. Visual Presentation Techniques - partially assistance, but potential privacy concerns 

depending on the specific data and how it's presented 

27. Data Quality Assessment - partially assistance, but potential privacy concerns 

depending on the specific data and how it's assessed 

28. Statistics - fully assistance, but potential privacy concerns depending on the specific 

data and how it's analyzed. 

 

 

We can see that many tasks related to data handling and cleaning, statistics and calculations can 

be assisted by ChatGPT. Because Open AI collect users’ input as training materials for their 

next model generation, many companies refuse to directly use it for data analytics. But 
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ChatGPT can assist in writing queries, generating sample data and providing insights such as 

which Python library to use. These can also boost data analysts’ productivity. For certain 

objective tasks, such as defining the data quality criteria or business intelligence, its’ output 

depends on the individual company, ChatGPT may not be very useful in these areas. 

 

Analysis of the interviews of data analysts 

Data analysts’ daily responsibilities 
Here is a list of daily responsibilities and time allocation for the different interviewee. 

1. Communicate with the client to figure out the business needs (30%), pull the data from 

the data pool, clean, analyze and visualize it (40%), make presentations to the client 

(30%) 

2. Write SQL code or construct relational databases (time depends on the project) 

3. Extract the data from data pool to Excel (30%)  

Build new auto visualization software (70%) 

4. Monitor the accounts, read the auto-generated reports about which accounts are 

suspicious (20%), find these accounts and review their activity (60%), improve the 

monitoring system (20%) 

5. Build data pipeline using API from the website to draw data by writing Python code

（80%） 

Visualize the data from the company’s database and build dashboards (20%) 

6. Research the client’s company, decide the risk level and generate reports (use some 

Power BI)  

In order to find things in common in their talk, I perform a keyword extraction on a file that 

integrates their conversation about their work duties. Here are the top 20 keywords and their 

frequencies: 

('data', 83), ('need', 45), ('know', 45), ('time', 36), ('usually', 29), ('dashboard', 20), ('see', 20), 

('day', 20), ('mean', 20), (‘cause', 20), ('work', 19), ('would', 19), ('project', 19), ('much', 18), ('us', 

18), ('team', 17), ('problem', 17), ('people', 17), ('system', 16), ('na', 16)  
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Interpretations of the word cloud: Some words with the highest frequencies are ‘know’ ‘need’ 

‘data’, ‘project’ and ‘time’. It means data analysts usually take much time to figure out the 

clients’ needs in each project. 

Topic modeling results for analyzing the materials: 

The weight means how important this topic is in the document. The higher the weight, the more 

important of this topic is in the document. 

Overall Dominant Topic: Topic 1 with a weight of 0.31 

 

Topic 0: using different work project product maybe python take reports improve   0.12 

Topic 1: need time know dashboard that’s mean company process example every   0.31 

Topic 2: lot usually depends use get things question yes system many   0.18 

Topic 3: find make say daily report try one don’t visualization going    0.13 

Topic 4: data I’m people us problem see much day something think   0.28 
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The most common topic is ‘need time know dashboard that’s mean company process example 

every’. It means building the dashboard and following the company process takes much time 

in their daily responsibility.  

 

Data analysts’ applications of ChatGPT in their work 
In companies across finance, technology and healthcare industries where interviewees are, there 

are policies restricting the use of ChatGPT. The main reason behind that is the data privacy 

issues. Their customer data is sensitive and they do not want it to be compromised by ChatGPT, 

the open-sourced platform. In addition, I have noticed the main information source of ChatGPT 

is the interviewee’s conversations with colleagues and news on social media. Only one big 

accounting firm has the training resources of ChatGPT provided to the employee. Without 

proper guidance and training, many people may not realize the potential of ChatGPT and do 

not know how to use it properly.  

Some people have some experience with ChatGPT, mainly in writing emails. According to 

them, the style of email ChatGPT writes is too formal, sometimes they need to adjust the prompt 

to make it more casual. Therefore, I think it emphasizes the importance of a guidance handbook 

to the employee. It may contain several prompts of email styles. Whenever they want to write 

a certain type of email, they can just copy and paste the prompt from the handbook, adjust a bit 

and the work will be done by ChatGPT. The such handbook can truly save the efforts of asking 

ChatGPT several times to adjust the context of emails. 

In order to find things in common in their talk, I perform a keyword extraction on a file that 

integrates their conversation about their work application of ChatGPT in their work. Here are 

the top 20 keywords and their frequencies: 

('chatgpt', 62), ('use', 47), ('think', 38), ('data', 38), ('know', 35), ('write', 30), ('work', 29), ('used', 

28), ('need', 26), ('code', 23), ('sql', 22), ('lot', 21), ('time', 21), ("'re", 20), ('could', 20), 

('information', 19), ('something', 18), ('would', 17), ('make', 16), ('question', 16) 
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Interpretations of the word cloud: Some words with highest frequencies are ‘code’ ‘sql’ 

‘google’, ‘information’ and ‘email’. It means data analysts usually uses ChatGPT to write 

emails, search for information and write sql code. 

Topic modeling results for analyzing the materials: 

Overall Dominant Topic: Topic 1 with a weight of 0.35 

 

Topic 0: data I’m ask make chatgpt something better try get want   0.26 

Topic 1: use think chatgpt sql questions company lot pay sometimes find   0.35 

Topic 2: work write one question tool search cool python choose tableau    0.14 

Topic 3: need know code don’t hmm email using used visualization answer   0.32 

Topic 4: time google describe maybe give tools way table see generate   0.19 
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The most common topic is ‘Topic 1: use think chatgpt sql questions company lot pay sometimes 

find’. It means data analysts mostly use ChatGPT to answer questions about SQL. The software 

they use at work is those paid by companies. 

 

Their views of ChatGPT’s limitations 
Here is a list of reasons of ChatGPT’s limitations according to working data analysts: 

1. Privacy issue (customer data, confidential database schema) 

2. Sometimes its information is not accurate 

3. They spend most of their time contacting the client's company/PM and figuring out the 

business needs. The actual amount of time they spend on coding is not very long. But to ask 

ChatGPT to code, they need to define very specific and complex prompts, which is time-

consuming.  

4. For learning code, they would use Google as a search engine, because they can see multiple 

people replying to Stack Overflow and learn different methods. But ChatGPT only gives one 

solution. 

5. ChatGPT can give a broad general data report, but one of DA's responsibilities is to explain 

why they select this data/ why it is important and use it to persuade managers. 

6. Coding quality. 

7. While ChatGPT can replace some repetitive work, some of these works are already done by 

the contract to low-labor-cost countries. 

 

In order to find things in common in their talk, I perform a keyword extraction on a file that 

integrates their conversation about their view of the limitation of ChatGPT. Here are the top 20 

keywords and their frequencies: 

('think', 31), ('chatgpt', 25), ('use', 20), ('know', 17), ('work', 16), ('data', 16), ('ask', 14), ('people', 

13), ('answer', 13), ('time', 11), ('ai', 10), ('something', 10), ('maybe', 10), ('mean', 10), ('one', 

10), ('questions', 10), ('things', 9), ('code', 9), ('using', 8), ('help', 8) 
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Interpretations of the word cloud: Some words with the highest frequencies are ‘data’, 

‘challenges’ ,‘know’, ‘time’ and ‘think’. It means data analysts think there are still challenges 

existing in using ChatGPT. For example, thinking of the right prompt consumes a lot of time. 

In addition, they are worried about data privacy problems. 

Topic modeling results for analyzing the materials: 

Overall Dominant Topic: Topic 4 with a weight of 0.24 

 

Topic 0: that’s use think sometimes lot risk try ask people hmm 0.17 

Topic 1: maybe time that’s used help put people first limitations challenges   0.14 

Topic 2: think ask ai code chat google would gon didn’t table   0.19 

Topic 3: chatgpt answer things write questions different give wrong box data   0.19 

Topic 4: know work don’t data something chatgpt need one use there’s   0.24 
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The most common topic is ‘know work don’t data something ChatGPT need one use there’s’. 

It means data analysts do not put work data on it. They also need time to familiarize with the 

use of ChatGPT. 

 

How data analysts think ChatGPT will impact their future work 
In conclusion, because of its privacy issues, many companies are unwilling to adopt ChatGPT 

in their day-to-day work. However, we would see its potential in administrative work, such as 

organizing meetings and writing emails.  In some cases, companies can use ChatGPT to create 

mock data for training purposes for new employees, which can protect their customer data 

privacy. In the future, companies who have the technical ability will try to develop their own 

local third-party “ChatGPT” to exploit its analytics ability while protecting the customer data 

security. In addition, as different prompt requests can create different results, for those 

companies who wish to use ChatGPT or local third-party “ChatGPT”, they will try to create a 

tutorial with prewritten prompts for the employees to teach them how to leverage this tool 

efficiently. It is my observation that one of my interviewee’s companies has already created 

tutorials of ChatGPT on their internal training platform for their employee. 

In conclusion, I do not think ChatGPT can truly replace data analysts in their daily work. The 

reason is a large part of their work is to understand the context of the problem. They can only 

give a prompt to ChatGPT when they fully understand the request from the customers and build 

the logic of the code they would like to write. This part of the work involves lots of thinking 

and communication that cannot be done by the ChatGPT. 

However, I do think the ability to leverage ChatGPT efficiently can create an efficiency 

difference in their day-to-day work. Lots of work involving recording down the materials, 

writing emails, or some other administration work. This kind of work can be easily done by 

ChatGPT. Even if they mainly deal with the data, as ChatGPT has evolved to ChatGPT 4, its 

API can be used in Excel and PowerPoint. Using ChatGPT can also save a lot of time in pulling 

data into Excel, cleaning data in Excel and making PowerPoint to visualize it. Therefore, as I 

mentioned in previous paragraphs, companies should try to make detailed guidance on how to 

write prompts in ChatGPT and which areas of work can be covered by ChatGPT. Maybe in the 

future, ChatGPT will become a tool every position uses like Excel. ChatGPT will not replace 

humans, but people who have great use of ChatGPT will replace people who cannot use 

ChatGPT efficiently.  

In order to find things in common in their talk, I perform a keyword extraction on a file that 
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integrates their conversation about their view of how ChatGPT will change their work in the 

future together. Here are the top 20 keywords and their frequencies: 

('think', 43), ('work', 28), ('chatgpt', 28), ('data', 26), ('could', 24), ('know', 23), ('future', 18), 

('need', 17), ('would', 14), ('ai', 13), ('cause', 13), ('code', 12), ('ask', 12), ('use', 11), ("'re", 11), 

('impact', 10), ('say', 10), ('company', 9), ('maybe', 8), ('something', 8) 

 

Interpretations of the word cloud: Some words with highest frequencies are ‘work’, ‘could’ 

‘impact’, ‘code’, ‘use’ and ‘think’. It means data analysts think there are probabilities that 

ChatGPT will have an impact on their future work, especially work related to code. 

Topic modelling results for analyzing the materials: 

Overall Dominant Topic: Topic 0 with a weight of 0.25 

Topic 0: think need code say decision future impact good business explain   0.25 

Topic 1: work data big time even lot chat tasks understand us   0.20 

Topic 2: know could would company future data generate much thing help   0.24 

Topic 3: cause data don’t use human that’s see mean write sql   0.19 

Topic 4: chatgpt ai ask maybe well there’s different coding impact I’m   0.20 
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The most common topic is ‘Topic 0: think need code say decision future impact good business 

explain’. It means ChatGPT can be applied to write code and make good explanations about 

business in the future.  

 

Examples of applications of ChatGPT in analytics work 

A list of useful analytics tools related to ChatGPT 
1.  Plugins for writing the prompt 

• AIPRM is a chrome plugin. It has a great collection of high-quality prompts. It is also 

a great community that provides the environment for posting prompts and 

communicating on how to improve it. 

Before installing AIPRM, the interface for ChatGPT is like this:  

 

After installing AIPRM, the interfere is like: 
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You can select the topic on the left upside and search for the topic on the right upside. 

You can use the already written prompts to satisfy your requirement. 

For instance, I click Buyer Personna Legend and input ‘soft drink’ ‘young people’. 
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The plugin generates a whole detailed prompt using my keyword. 

 

• Prompt Storm is another tool that has preset ChatGPT prompts. 

2. Browse AI- monitor the website and capture data on the website 

3. DurableAI website builder- build website 

4. Some low or no-code AI platforms for analytics (Marr, 2022) 

• Datarobot- Prep modeling data, validate and govern models 
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• Nanonets – extract structured or semi-structured data from documents 

• Base64AI- extract text, data, photos & more from all types of documents 

• ObviouslyAI – perform time series analysis and prediction model by simply uploading 

the file 

• Crystal – Connect different data sources (Salesforce, Google Sheets, Oracle, Azure 

SQL, SaaS Applications, etc.) and get real-time insights with Crystal, the GPT for 

numbers platform. 

5. AI tools for research 

• Ask Your PDF – upload PDF and ask questions to GPT about this article 

6. AutoGPT- GPT that can learn from its experience and grow 

 

Use cases of ChatGPT on data analysts’ work 
In conclusion I found that many companies are reluctant for data analysts to directly put data 

on ChatGPT because of privacy issues. In addition, data analysts also complain about using 

ChatGPT for data analysis purposes. One thing they concern about is the word limitation of the 

prompt, which prevents them from inputting large-scale data. Another thing is that ChatGPT is 

often out of capacity during work hour.  

Inspired by these limitations, I discovered ways of avoiding compromising data, limitations on 

input and avoiding high traffic time using ChatGPT. That is to use ChatGPT to write Python 

code to analyze the local file. They only need ChatGPT to produce Python script once, which 

can avoid the high traffic time of ChatGPT. In addition, because the Python script executed a 

local file, it also solves the problem of input limitation and data security. Besides, once they 

write a Python script for a specific purpose, they can reuse it for different files. So, the effort 

only needs to be taken at the beginning with the assistance of ChatGPT. These are just examples 

of how to use it.  

During the real work of data analysts, I am sure they can invent more use of ChatGPT in various 

work aspects. And I do believe in the near future, when companies have designed their localized 

version of Large Language Models, they can directly import their data to it for analysis. The 

use cases I have generated below are focused on the processes to acquire data from the website 

or doing preliminary research on the client’s company using open-sourced information on the 

Internet.   

The ChatGPT version used in this paper is ChatGPT 3.5, the version without updating to 

ChatGPT 4. 

The code created from ChatGPT can be found at: https://github.com/NicoleShou/ChatGPT-in-

analytics-project/tree/main 

Use case 1: Analysts need to work on figuring out the business needs before starting the analysis. 

Therefore, it is useful to give an overall tech report of the business you want to look at. I find 

the prompts in AIPRM and specify my needs to include main products, the technology used in 

the product, revenue/profit situation in recent years, trends, staff number and business model 

risk. 
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But because ChatGPT’s data is only up to 2021, therefore we cannot see the analysis after 2021. 

Therefore, I need to introduce a Chrome extension called web ChatGPT. It allows ChatGPT to 

connect to the Internet and search for real-time results using the search engine Duck duck go. 

After installing Web ChatGPT, and I add in my prompt that the data should be up to 2023, it 

automatedly searches on the website, which is reflected in my prompt. 

 

The final report is like this. We can notice slight changes in the output. In Revenue/Profit 

Margin in Recent Years section and Staff Number and Changes Between the Years section. 

The new generated report’s data is up to 2022. ChatGPT may search the financial statement of 

2022 online and integrate it into the analysis. 
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Use case 2: Use ChatGPT to extract data from website. 

Businesses may need to extract outside data from a public website. It is a process that needs 

lots of repetitive work of writing Python crawling script.  I test on ChatGPT to extract data for 

an IMDB TV review page. I enrich my prompt to ask the ChatGPT to save the extracted data 

to a csv file with the separate column as Rating, Review Time, Review Title, User and Review 

Content. The data is much cleaner and more prepared for further analysis.  ChatGPT gave me 

a Python script for this function. 
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The output is saved to a CSV file with the exact columns I asked. 

 

Use case 3: After finding the data on the website, transform it to an SQL table.  

I find the prompts in AIPRM. 
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Sometimes the data file is too large to type in manually. Often it is stored in a CSV file. We 

can also ask GPT how to import a CSV file to the MySQL database. 
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Use Cases for Analytics Courses using ChatGPT 
While ChatGPT can help data analysts with various aspects of their work, according to the 
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study it can also contribute effectively to peer tutoring. Pardos and Bhandari found that 70% of 

the hints offered by ChatGPT in elementary and intermediate Algebra topics could result in 

positive learning gains for students (Shahriar & Hayawi, 2023). Although students are not 

allowed to directly use ChatGPT for homework, it can provide great insights and help them 

learn. 

I have created use cases for three analytics courses I have taken in MASY program: Text Data 

Mining course, Database Design & Management Course and Data Mining and Data 

Warehousing course. 

Use case for Text Data Mining course: 

When I was doing keyword extraction and word cloud for my survey, I thought about how to 

do it using ChatGPT. At first, I was able to create separate Python script for the extraction of 

keywords and generate a word cloud. After modifying the prompts and adding some stop words, 

I was able to use ChatGPT to generate one Python script that can do both keyword extraction 

and word cloud creation. It reads the local file as input materials. When I want to analyze 

different files, I only need to modify 'path/to/your/file.txt' this part to create different results. In 

addition, because it is a Zoom script that includes a timestamp and multiple punctuations, I also 

told ChatGPT to remove them from the keyword results by identifying them as stop words. The 

keyword generated should not contain words like ‘yeah’ and timestamp. I can customize the 

keywords by including them in the prompt I give to ChatGPT. It has made my work much more 

efficiently. 
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Example output: 
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In addition, I asked ChatGPT to write a Python script that can do the topic modeling for me. I 

input stopwords in my prompts and ask it to remove timestamps. In addition, I asked it to 

calculate the weight of topics (how important this topic is to the whole document) and generate 

a bar graph to visualize the results. 
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Example output: 
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Use case for Database Design & Management Course: 

ChatGPT can help professors create teaching materials. It can generate mock databases from 

scratch and add explanations while designing the database. It will make the preparation of class 

much easier because professors can just modify the content ChatGPT has generated instead of 

doing it by hand from scratch. 
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After creating the data schema, we can use ChatGPT to write the data dictionary for us: 
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After clarifying the data type of each column, we can ask ChatGPT to generate DDL code for 

use to build this database in Oracle. 
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Use case for data mining and data warehousing course: 

Before each class, students can use ChatGPT to generate explanations of concepts in the 

syllabus which will be taught during the class. It can help students prepare for the class. 
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Conclusion 
According to the interview results above, the conclusion can be drawn that at the current stage, 

ChatGPT cannot replace data analysts. Companies concern mostly about data privacy and 
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security problems. In addition, data analysts spend much time communicating and defining 

business needs. Knowing the business needs is a prerequisite to writing quality prompts for 

ChatGPT. Therefore, ChatGPT cannot perform the duties of data analysts undependably.  

In the near future, large organizations may develop their own local large language models to 

utilize their data processing ability. It can increase their productivity. They still need data 

analysts who have a deep understanding of business and technology terms to write quality 

prompts for LLMs. 

Additionally, I did a few practices on ChatGPT to find use cases to support data analysts’ tasks. 

Without compromising data privacy, I mainly use it to write a business report and Python script 

for web crawling, text data mining and data visualization. I also generated examples of how 

professors and students in MASY program can utilize this tool. I believe it has much potential 

to be discovered and can be helpful to human work.   
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