
Filtering Semantics for Counterfactuals
Paolo Santorio

U  L

Synopsis. I argue that ordering/premise semantics for counterfactuals in the style of Lewis, Kratzer, and
others validates inference patterns that are disconfirmed in natural language. e objection extends to all
semantics employing a fixed ordering of worlds or equivalent algebras. e solution is to let the ordering
shi (in a systematic way) on the basis of the antecedent. e proposed implementation starts from standard
premise semantics and adds a new ‘filtering’ operation on the premise set. e resulting semantics is inter-
estingly related to the semantics for counterfactuals emerging from Judea Pearl’s causal models framework in
computer science: filtering is a possible worlds counterpart of Pearl’s interventions; my data reveals a gap in
predictions between classical Lewis/Kratzer semantics and Pearl’s account.

e puzzle. Consider the following scenario.

Love triangle. Andy, Billy, and Charlie are in a love triangle. Billy is pursuing Andy; Charlie is
pursuing Billy; and Andy is pursuing Charlie. Each of them is very annoyed by their suitor and
wants to avoid them.

Suppose that there is a party going on at the moment. All of them were invited. None of them
went, but each of them kept appraised of the others’ decisions. An occasion to spend time with
the person they liked, and without their suitor being there, would have been sufficient for them
to go.

e scenario gives rise to the following judgments:

(1) If Andy was at the party, Billy would be at the party. ✓
(2) If Andy was at the party, Charlie would be at the party. %

Generalizing (‘A’, ‘B’ and ‘C’ stand for the propositions that Andy, Billy, and Charlie are at the party):

A� B ✓ A� C %

B� C ✓ B� A %

C� A ✓ C� B %

But this pattern cannot be vindicated by any version of ordering/premise semantics. All versions of the latter
validate the following rule (which is mentioned and studied by Kraus et al. (1990)):

L A� B, B� C, C� A ⊢ A� C

L is essentially a byproduct of the fact that the comparative closeness relation ≤w is transitive. (Transitivity
is essential to ≤w qualifying as an ordering.)

Account: filtering semantics. My solution starts from a Kratzer-style (1981a, 1981b) premise semantics and
introduces a new operation that ‘filters out’ elements from the premise set:

Context Ô⇒

Initial Premise Set
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. . .

Ô⇒

Filtering
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r
. . .

Ô⇒

Filtered Premise Set

q
r
. . .

Different antecedents filter out different premises. Hence, within the same context, counterfactuals with
different antecedents are evaluated with respect to different premise sets. is is equivalent to antecedent-
induced shis in the ordering.
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For illustration, consider Love triangle. I assume that the key premises state how one person’s going to the
party depends on other people going. For example (simplifying in several ways; more below):

(i) {w: A is at the party iff (C is at the party and B isn’t at the party) in w} A↔(C∧¬B)
(ii) {w: B is at the party iff (A is at the party and C isn’t at the party) in w} B↔(A∧¬C)
(iii) {w: C is at the party iff (B is at the party and A isn’t at the party) in w} C↔(B∧¬A)
Given how filtering works, different antecedents filter out different premises among (i)–(iii). E.g., (1) and (2)
filter out (i). Counterfactuals with antecedents B and C filter out, respectively, (ii) and (iii). Hence counter-
factuals in the L-invalidating sextet filter out different premises and are evaluated with respect to different
premise sets. As a result, the six judgments are all vindicated.

Implementation. e semantics exploits two innovations. (1) e elements of premise sets are not proposi-
tions. ey are rather pairs of a partition (construed as sets of mutually incompatible and jointly exhaustive
propositions; for short, answers) and a proposition. E.g., the full form of (i) is:

(i) ⟨{A, ¬A}, A↔(C∧¬B)⟩
(2) Filtering consists in removing premises from the (premise set generated by the) ordering source. (Infor-
mally: we take the smallest set(s) of answers, among all those appearing in premises in the ordering source,
that entails the antecedent; we remove the corresponding premises from the ordering source.) is is encoded
directly in the semantics for counterfactuals. Using ‘[g∣A]’ to mean that the ordering source g is filtered for
antecedent A, here is a first pass: J ◻ [if p] [q]Kf,g = J ◻ qKf∪{p},[g∣p]
A second pass: there may be more than one way to perform filtering. (I.e. there may be more than one
minimal set of answers that entails the antecedent.) For example, consider the disjunctive antecedent ‘A ∨ B’
in Love triangle. To accommodate this, we quantify over filterings:J ◻ [if p] [q]Kf,g = ∀[g∣p] s.t. [g∣p] is a filtering of g for p, J ◻ qKf∪{p},[g∣p]
e analogy with causal models. A number of researchers in computer science (above all, Pearl (2000)) have
developed a formal framework for modeling causation and causal reasoning. Pearl’s framework involves a
semantics for counterfactuals (in artificial languages) that is claimed to yield a logic equivalent to Lewis’s
(e.g. by Galles & Pearl (1998)). ere are two connections between the current project and causal models
literature. (1) Scenarios like Love triangle are counterexamples to the equivalence claim: Pearl’s framework
does indeed predict the failure of L (this claim is backed by a very recent result in Halpern (2013)). (2)
Contra Pearl’s own early claims and later literature (e.g. Kaufmann (2013)), I claim that just filtering semantics
is the right way to implement Pearl’s system into a compositional possible worlds semantics. In particular,
filtering works as the counterpart of Pearl’s intervention operation in a premise/ordering semantics.
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