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Synopsis

Counterfactual reasoning, Pearl-style

| give a puzzle for counterfactual semantics. The causal models framework: a formal framework for modeling causation and causal reasoning (Pearl 2000). A problem: an antecedent may lbe made tfrue by
Causal dependencies are captured via "directional” equations, and represented visually in a directed graph. seftling different combinations of answers.

(4) If Andy or Billy was at the party, ...
The way to capture this: we check all (minimal)

More detail: many filterings

e Standard premise semantics validates an infer-
ence pattern that fails in naftural language.

Example: a mechanical system where cog’s 1 turning causes cog 2 to turn, which causes cog 3 fo turn.

e A connection with causal models (Pearl 2000): Equations: ways to settle questions in the premise set that make
just this pattern marks the difference between C2=ClI cog 1 turning >cog 2 turning >cog 3 turning the antecedent true.
the logics generated by premise/ordering se- C3=C2
mantics and the |209'C5 generated Py causal Counterfactuals. Counterfactual reasoning involves replacing equations (and erasing arrows in the graph). Permissible filterings for AVB:
models. (Halpemn 2019) (3) If cog 2 had not turned, cog 3 would not have furned. HA—AH-A~ACA—BYY
e The proposed solution: a causal-models in- Equations: Initial premise set: ({A, ~A} A)
spired semantics, which implements a new fil- Co—C] cog 1 turning cog 2 turning »cog 3 turning é?gl _IéA}\}IBAHH( ;\CA/\235§§>
tering’ operation on the premise sef. C2=0 ol h
C3=C?2 U 0 ({C, -C}. C + (B A-A) BB B—AA—C)

/B, B} B)

The puzzle: Loop
Love triangle. Andy, Billy, and Charlie are

This amounts To removing previous information about causal dependencies and replacing it with new infor-
mation. This replacement operation is the basis of the departure from standard counterfactual logics.

Filering semantics (second pass): we check

n alove friangle. Billy Is pursuing Andy: Below is a model for the love friangle example. Notice that the verdicts match the judgments in the data: whether all sets resulting from adding the an-
Charlie is pursuing Billy; and Andy is pur- _ tecedent to the ordering source and removing some
suing Charlie. Each is annoyed by their Equations: Andy goes I/E\quc/:rtloAns: Andy goes other relevant premise entail the consequent.
et I3 SN SN o 51145 5 pomed
ment. All of them were invited. None of ?:;%\3 //\\:% B _ B=(AA-C) _ _ filtering of {p} U g(w) for p, S entails g

them went, but each of them kept ap- illy goes«——— Charlie goes C =B A-A) Billy goes« > Charlie goes

praised of the others’ decisions. An OcC- ] 0
casion to spend time with their loved one
and without their suitor would have been
sufficient reason for them o go.

Extras: disjunctive antecedents
A seemingly valid pattern (Fine 19795):

Implementation: Filtering Semantics

| Standard counterfactual semantics (Lewis 1973, Kratzer 1981a, 1981b, 1986): we check whether all maximal SIMPLIFICATION  pV g O- 7
(I A?dy\/wos at the party, Billy would be at the | | consistent sets generated by adding ordering source premises to the antecedent entail the consequent.
party. pO->r,qO-r
- o g]@/8 = 1 iff, for every maximal consistent superset S of {p} relative to ¢(w), S E [g]¥/8
(2) lrthndyTwc; at the party, Charlie would be at lp 7] P §(w) Ll (5) If Mary or Sue came, the party would be fun.
e party.

Filtering semantics (first pass): we check whether the set resulting from adding the antecedent to the ordering — If Mary came, the party would be fun.
source and removing some relevant premise entails the consequent. — If Sue came, the party would be fun.

SIMPLIFICATION is invalid on standard semantics. But,
on a suitable choice of premises, we validate:

Generalizing, we have this pattern:
Am—B V Ao C KX

Bos C Bos A X [p o g]“/8 = 1iff {p}U (g(w) filtered for p) entails g
Co—»A V Co—»>B KX

The novelty: the filtering operation, which selectively removes elements from the premise sef. RESTRICTED PV go-r

the problem: This patfern cannot be vindicated by nitial Premise Set  Filtering  Filtered Premise Set SIMPLIFICATION

any version of premise semantics. All premise se-

p p po->r,go>r
mantics validate (Kraus et al. 1990): .
Context s q > q > q Provided pVg#E pand p Vg ¥ g
r r r
LOOP pO—g On the agenda:
jD_) ' e Formulating a (hyperintensional) version of the
P To determine what is filtered out, premises encode more information (i.e. info about what determines what). semantics that fully validates SIMPLIFICATION.
DO 1 e \We model this by taking premises 1o be pairs of a (Groenendijk & Stokhof) question and a proposition. e Exploring connections with related scalarity
e First pass: a premise is filtered out by p just In case p seftles the answer o the question. ohenomena (Santorio 2014).
Proof for Stalnaker’s (1968) semantics: the ordering relation
<y it total, hence there is a closest world to w that is a p- Initial premise set: Premise set after filtering for A:
world, a g-world, or an r-world. Call this world w*. Without (A, -A}, A < (C A—B)) HA—ALAACABY ({A, ~A} A) References
loss Of generO“Ty’ SUPPOse w™ IS d p-WOfld. Slnce p L= q. <{Bl _'B}, B < (A /\_‘C)> <{B/ _IB}I B 4 (A /\ﬁc)> Fine (1975) Review of Lewis” "Counterfactuals’; Halpern (2013) From Causal Models to Counterfac-
w* is a g-world. Since g o~ r, and since w* is the closest ({C, -C}, C < (B A—A)) ({C, -C}, C < (B A-A)) Vodially. (19611 Partiion and Reviion: The Semantics of Counfertactuls: (1966 Condltionciss Kraus,
q_world, w* is an r-world. Since the closest p—WOI’ld IS AlsO Lehmann, and Magidor (1990), Nonmonotonic Reasoning, Preferential Models and Cumulative Logics:

Lewis (1973) Counterfactuals; Pearl (2000), Causality; Santorio (2014), Exhaustified Counterfactuals; Stal-

an r-world, p o r is frue. QED. In ferms of ordering semanfics, this is equivalent to an antecedent-induced ordering shift. naker (1968) A Theory of Condifionals




