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Methods for sound risk management are of increasing 
interest among Wall Street investment banking and brokerage 
firms in the aftermath of the October 1987 crash of the stock 
market. As the knowledge of advanced technology applica- 
tions in risk management increases, financial firms are finding 
innovative ways to use them practically, in order to insulate 
themselves. The recent development in models, the software 
and hardware, and the market data to track risk are all 

Over the last ten years, major securities firms, 
money center banks and other commercial and 
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savings banks have undertaken financial commit- 
ments involving risks they did not fully under- 
stand, resulting in major losses and unexpected 
write offs. As a result, senior managers are seek- 
ing new ways to identify, evaluate, and predict 
changes in financial risks. Investing in informa- 
tion technologies (IT'S) that improve the control 
of risk - a new area which we term risk manage- 
ment technology (RMT) - is one approach that is 
increasingly viewed as being able to affect the 
strategic and competitive position of financial 
firms. 

In 1990 a joint project was initiated between 
the Stem School of Business, New York Univer- 
sity and Manufacturers Hanover Trust Company 
(now known as Chemical Banking Corporation) 
in New York City to study the use of RMT in 
financial firms in the United States. The present 
article summarizes our findings and suggests a 
number of ways in which the use of RMT can be 
made efficient. 
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Informarion & Management 

1.1. Financial risk management 

Risk is defined by Doherty I131 as 'the lack of . 
predictability of outcomes.' It covers both pleas- 
ant surprises and adverse business outcomes. 
Since prediction is facilitated by the availability of 
information, RMT can be used to gauge risk in 
financial operations, where the outcomes of re- 
gional lending operations, involvement in se- 
lected financial markets and instruments and po- 
sitions taken by traders are uncertain and may 
change from day to day. Risk management, on the 
other hand, is the management of the resources 
and commitments of a firm so as to maximize its 
value, taking into account the impact that unpre- 
dictable outcomes or events can have. 

Risk management activities normally involve 
three basic steps: 
(1) exhaustive identification and classification of 

the risks that can impact business outcomes; 
(2) measurement of the risk associated with a set 

of events that affect the value of the firm, in 
terms of the likelihood of their occurrence 
and magnitude of expected losses; 

(3) timely formulation of the actions required to 
bring business risks within acceptable bounds. 

The sources of risk are varied and depend on 
the business area. For example, a financial firm 
involved in trading financial instruments will face 
a market risk associated with unpredictable price 
changes. Interest rate risk arises from interest 
rate fluctuations that render the return on finan- 
cial assets uncertain. This also poses significant 
financial uncertainty when there are gaps in value 
between the set of claims made on a firm's assets 
and the assets' value when the claims are due. 
With a substantial gap between these values. it 
may become necessary for the firm to purchase 
funds at an unexpectedly high cost. Exchange rate 
risk arises from fluctuations in the value of for- 
eign currency. Credit risk is associated with de- 
faults in repayment of loans and operating risk 
stems from frequent changes in or discontinuance 
of a revenue stream against a continuing level of , 
fixed cost expenditures. 

Being able to obtain accurate, up-to-date in- 
formation is crucial in such contexts. For exam- 
ple, interest rate risk is normally measured by 

* 
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the volatilities (i.e., overnight price changes in an 
asset's value) of financial instruments and curren- 
cies. Examination of such data enables the loss or * 
gain in a portfolio to be measured quite objec- 
tively. Timely and accurate information about 
interest rate fluctuations enables risk managers to 
gauge the risks of maintaining funding gaps. Be- 
cause senior managers usually draw the line on 
the maximum risk of the firm, risk managers and 
operations managers have similar incentives to 
use RMT to eliminate excess risk. 

1.2. The role of information technology in risk 
management 

Information technology has been used perva- 
sively to automate trading activities. Systems that 
report information about market conditions and 
market changes, such as Merrill Lynch - 
Bloomberg for the fixed income market, are also 

. being used to assist traders and portfolio man- 
agers. Although a variety of traditional ITS and 
approaches, including mainframe databases and 
non-automated tracking of basic market indica- 
tors, are still in use, there has been a major move 
on the part of Wall Street firms towards more 
sophisticated, state-of-the-art technologies, such 
as parallel processing, artificial intelligence, and 
neural nets. These ITS are being used by major 
investment banks to gain competitive advantage 
in strategic cost management. 

There also has been substantial growth in the 
availability of highly specialized commercial 
databases, including those from firms such as 
Reuters/l.P. Sharp and Loanet, that support the 
tracking of securitized lending portfolios. Apart 
from supporting the routine activities, commer- 
cial databases and computerized financial model- 
ing systems help a trader to manage a portfolio 
and ward off excess risk by the implementation of 
hedging strategies that neutralize risk. For exam- 
ple, mortgage loans can be securitized on the 
basis of the risk involved in their prepayment and 
their expected return. These mortgage-backed se- 

I curities can then be freely traded in the market. 
At the heart of these developments is the 

realization that IT is crucial in defining the basis 
, of a set of new approaches to conducting money 

market trading operations. Engineering new fi- 
nancial products that possess attractive risk char- 
acteristics for the parties in a transaction, as well 

as the intermediaries to the transaction, is only 
limited by willingness of the firm to explore the 
capabilities of the technologies that support such 
innovations. Another aspect is the growth in the 
ability to manage risks associated with global 
investments on a real-time basis from a central- 
ized location. 

2. information technology applied to risk man- 
agement problems 

RMT has three primary components: 
( 1 )  analytic modek implemented using computer 

software; 
( 2 )  computer hardware for capturing, consolidat- 

ing, and evaluation new information about 
changing risk; and 

( 3 )  data describing the current and prior states of 
the market. 

2.1. Identification of risky events 

Many organizations today use IT to detect 
events that can increase their exposure to market 
risk in their investments. For example, databases 
of financial information are used to detect chang- 
ing risks in investment positions. A key element is 
early identification of crucial changes that will 
affect this business. This is often accomplished 
with the help of trading platform automation that 
pulls in digital signals on market indicators, and 
then scans them to determine if they change the 
risk profile of current or contemplated invest- 
ments [24]. 

For investment in specific financial instru- 
ments, most investment banks today use risk cal- 
culalors for financial instruments, such as trea- 
sury bonds, mortgage-backed securities, and op- 
tions and foreign exchange (FX) trading. Most of 
them have a simple spreadsheet-type format for 
carrying out sensitivity analysis, however, a few 
are more sophisticated. In-house consulting 
groups in major investment banking institutions 
also produce highly specialized tools to discern 
variation in risk associated with specific financial 
instruments. For example, the Strategic Technol- 
ogy and Research Group of Manufacturers 
Hanover Trust was instrumental in the design 
and development of an expert system (ES) called 
Trading and Risk Assistant (TARA) that identi- 
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fied risky transactions in the FX market. Another 
expert system, developed at Morgan Stanley, is 
called the G N U  Trading Assistant [19], a rule- 
based ES that helps traders identify risks associ- 
ated with mortgage-backed securities. 

2.2. Categorizing and measuring financial risk 

Well-defined measures of financial risk are 
important to allow senior management to devise 
strategies to monitor and evaluate risk. Such 
measures will enable them to make policies to 
help departmental traders, operating divisions 
and the firm as a whole to keep within the 
acceptable, pre-determined limits. The first step 
is to develop an understanding of the factors that 
affect risk (for example, the historical prices of 
the financial instruments for market risk, and the 
probability of default for credit risk). Next, the 
range of fluctuations from their mean values and 
the overnight price volatility can be calculated. 
The measurement of volatility determines the 
riskiness of the financial instrument during the 
period of observation. 

Credit risk is generally measured by tracking 
information on the credit quality of the parties 
involved in a credit transaction. This requires the 
firm to establish a consistent measure of credit 
exposure as a common denominator. For this 
purpose, all balance sheet items (notes receiv- 
able, terms loans and so on), off-balance sheet 
items (e.g.. standby letters of credit or pending 
legal commitments), and interest rate and ex- 
change rate contracts (foreign exchange spot and 
forward trades, interest rate and currency swaps) 
are converted into a loan equivalent exposure 
amount. An equity factor is then assigned to each 
grade of credit risk. This is used to adjust balance 
sheet and off-balance sheet exposure to  yield 
equity at risk. 

IT plays an important role in this measure- 
ment. Banks usually subscribe to real-time 
databases that supply information on the credit 
quality of corporations. The advantage of a real- 
time system for monitoring credits is that credit 
quality updates are instantly available. For exam- 
ple, Manufacturers Hanover Trust employed a 
Global Exposure System (GES) that tracks the 
equity factors assigned to each grade of credit 
risk, and provides updated risk calculations. 

Market risk is measured by the fluctuation in 

prices of instruments due to  underlying change in 
the market. Adverse movements in FX rates.. 
interest rates, and the extent of the volatility of 
price of financial instruments are the most com- 
mon determinants of market risk. FX positions* 
are exposed to movements in exchange and inter- 
est rates. Measurement of interest rates fluctua- 
tions is important to match the cash flows associ- 
ated with assets and liabilities that are expected 
to become due at some future date. 

For example, suppose a one-year working capi- 
tal loan is created against a one-month certificate 
of deposit of similar amount. In  this situation. 
eleven months of additional funding must be gen- 
erated to match the asset the firm will carry until 
the expiration of the liability in the twelfth month. 
The value to the firm of the one-year loan would 
decrease (or increase) at the end of the first 
month if the interest rates are higher (lower). 
forcing (enabling) the firm to purchase relatively 
more (less) expensive funds from certificates of 
deposit or in the form of overnight U.S. Federal 
Reserve Bank funds. Clearly, prevailing interest 
rates would determine whether the firm is prof- 
itable in this kind of lending. 

The set of activities involved in ensuring that 
risk is controlled in such circumstances is called 
gap management. It involves devising strategies 
and tactics to deal with interest rate risk so that 
cash flows representing both assets and liabilities 
are matched. Effective gap management enables 
a financial institution to protect itself from unex- 
pected and costly borrowing when assets exceed 
liabilities at some point in time, or eliminates the 
need for seeking investment opportunities from 
excess cash balances that arise when liabilities 
exceed assets. 

Operating risk is measured by two factors: the 
scale of operations and the flexibility with which 
the current investments in an operating unit can 
be used elsewhere if the unit is shut down. IT 
assists measurement of operating risk by provid- 
ing advanced applications of database manage- 
ment systems that can gauge the flexibility with 
which resources can be reallocated within a firm. 
if reorganization should occur. 

2.3. Formulation of strategies to control risk 

Once the risks have been measured correctly. 
they can be compared using common units. A 
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recent proposal, espoused by Mark [23], recom- 
" mends that risk be measured in dollars at risk. 

This indicates the amount of money at risk in a 
transaction, based on its face value and the prob- 
ability of the occurrence of a loss. So, for exam- 
ple, if an investment of $1 million is exposed to a 
1% risk of loss, then $10,000 is the expected 
value of dollars at risk. 

Most financial instruments exhibit variation in 
value with change in the factors that affect risk. 
So, it is possible to combine investments in multi- 
ple instruments in such a way that the losses due 
to adverse changes in risk factors can be set 
against the gains due to favorable changes. This 
strategy is widely known as hedging and the com- 
bination of investments selected for this purpose 
is called a portfolio. Typically, the objective is to 
keep overall exposure within certain predeter- 
mined risk limits while maximizing expected re- 
turns. 

IT  plays an important role in the creation of 
eficient hedges. By definition, efficient hedges are 
those that produce maximum returns on invest- 
ment for some specified level of risk [31]. Al- 
though the ratio of investments in different finan- 
cial instruments can be varied to produce several 
different portfolios, only a few will be used in 
efficient hedges. To  create efficient hedges, the 
correlations between prices of each instrument in 
a portfolio must be calculated, and this is nor- 
mally done through statistical analysis of large 
financial databases. Common factors that affect 
risk of multiple financial instruments must also 
be determined through statistical analysis. The 
power of IT in this application is to sample the 
permutations and combinations of instruments to 
provide new and hybrid hedges that were not 
easily found with manual analysis. 

3. Technological improvements in risk manage- 
ment 

The potential benefits of risk management ac- 
tivities conducted by investment banking and bro- 
kerage firms are increasing due to continuing 
developments in the market for new IT s. We 
consider five of the most important ones: 
- communication software; 
- object-oriented programming and distributed 

programming; 

- parallel processing and supercornputing; 
- artificial intelligence; and 
- neural nets. 

These ITS have been of significant interest to 
the major accounting firms dealing with risk man- 
agement in financial auditing [26,18]. 

3.1. Communication software advances 

Attempting to calculate and manage risk on a 
global basis requires centralized control of algo- 
rithms and immediate access to large amounts of 
data, both historical statistics and current risk 
characteristics for each instrument in every port- 
folio kept by a trading unit of the institution. The 
problem increases in complexity when one con- 
siders that the trading units may be dispersed 
among markets in multiple time zones. Centraliz- 
ing risk calculation and providing immediate ac- 
cess to data means that an organization must 
develop an enabling architecture made up of 
database and communication technologies. The 
two main technological approaches are client- 
seruer architectures and distributed databases. 

In a client-server architecture, workstations are 
linked together via a local area network (LAN) 
with one workstation acting as  the database han- 
dler (server) for other workstations that request 
and process information (clients). In this manner, 
a group of traders can access risk calculations 
sent to the local network from a centralized 
mainframe controlled by the headquarters' risk 
management group. All data necessary for local 
risk calculation and processing can be staged on 
the server with "end-of-day" calculations being 
sent back to the central mainframe. In imple- 

T nw w0rLtlltI0D. 
.I Remote Sltr* 

Fig. 1. Client-server architecture. 
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menting this approach to "passing the book7' as 
each office closes, an organization can review 
"end-of-day" risk calculations from each overseas 
trading office, review the overall dollars at risk, 
make adjustments to the risk calculation algo- 
rithms (if required), and send the new require- 
ments to each node (server) in the system for use 
beginning on the next trading day (see Figure 1). 
This would allow a form of centralized control 
with distributed decisionmaking facilitated via the 
communications technology. 

Distributed databases also promote distribu- 
tion of data and decisionmaking to regional sites, 
yet take a different technological approach (see 
Figure 2). Whereas client-server architectures al- 
low users at workstations to see remote access as 
local access to a single database, distributed 
databases allow concurrent access to two or more 
remote databases. This enables an organization 
to store data on the network wherever it is most 
economical. It also avoids having to stage the 
data at each remote database server, which is the 
case in client-server architectures. Thus an over- 
seas office can request information on any finan- 
cial instrument from other sites and need not 
know about all global portfolios that the firm 
maintains. This location transparency enables an 
organization to adopt a low cost solution to  pro- 
viding data for risk decisionmaking. 

We recently have seen an application of these 
concepts at work at the First Boston Corporation, 
a large investment bank in New York City [3]. In 

SERVER l 
D A T W L  1 

SLRVLR 4 
SERVLR 3 

DATABASE 4 
DATARASE 3 

Fig. 2. Distrih~ited database technology with interconnected 
servers. 

the late 1980s, the firm invested in computer 
aided software engineering (CASE) technology to 
defray the long-term costs of creating a new ar- . 
chitecture of trading and investment banking 
software applications. The architecture provided 
distributed processing among large JBM main- 
frames, fault-tolerant minicomputers and high- 
end workstations running Microsoft Windows and 
specialized software to support trading. A key 
enabling technology was called "middleware," a 
set of ready-to-use software routines that could 
be used to develop complex communication capa- 
bilities in a trading system at a low cost. 

This architecture also delivered "economic 
MIPS", by ensuring that the appropriate pro- 
cesses were run on the appropriate computer 
resources across the three processing levels. By 
distributing the databases that supported trading 
decisions, a trader would be able t o  work with a 
"high functionality" workstation that delivered 
the combined power of the firm's entire com- 
puter architecture. This allowed workstation 
graphics, models and databases; digital feeds from 
a minicomputer to update current prices; and 
mainframe-based mathematical models and 
databases to be available to a trader up to the 
second, to support profitable trading. 

3.2. Object-oriented databases and programming 
systems 

Object-oriented programming languages, such 
as C + +, are rapidly gaining acceptance for soft- 
ware development in the financial world. An ob- 
ject is defined as an entity that encapsulates some 
private state information or data, with a set of 
associated operations or procedures that manipu- 
late the data. For example, generic financial in- 
struments such as options, bonds, and stocks can 
all be classified as objects. Object-oriented pro- 
gramming languages use the concept of class and 
instance. A class is a template from which objects 
may be created. Every object is an instance of 
some class, and a group of objects that have the 
same set of operations and the same state repre- 
sentations are considered to be of the same class. 
Inheritance is a mechanism that allows new classes , 
to be derived (called subclasses or deriaed classes) 
from existing ones when the two classes share a 
set of common properties. For example, each of 
the two types of options, American and Euro- 
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pean, can be constructed as derived classes from 
the class "option". As a result, each of them will 

, inherit some common properties from the class. 
The class from which another class is derived is 
called a superclass for the derived class. For 
example, the class "options will be a superclass 
for the class "American Option". A database is 
object-oriented if it supports objects and the 
mechanism of inheritance between objects [9]. To 
communicate with other objects, an object sends 
messages to them. Upon receiving a message, the 
receiver checks to see if the request can be satis- 
fied by using information available within it. If 
not, the request is forwarded to others that may 
be able to provide the information. 

Different financial instruments fall naturally 
into different classes: fmed income investments, 
options, futures, FX, etc. Under each of these 
classes, several subclasses may be specified. For 
example, fixed income investments may further 
be categorized into the subclasses "bonds" and 
"mortgages." And, each class and subclass can 
have several instances, which will be the names of 
actual financial instruments. Thus, a "5% coupon 
Government National Mortgage Association 
(GNMA) instrument" will be an instance of a 
mortgage instrument. Another example is bond 
and mortgages. Both exist for a certain period of 
time called their "time to maturity". It helps in 
the calculation of profitability from investments 
in these financial instruments. Thus, the formula 
to determine whether an investment in bonds or 
mortgages is profitable can be put in the "fixed 
income instruments" class and inherited by the 
subclasses, "bonds" and "mortgages." Messages 
can be passed from one object to another to 
gather information pertaining to the current in- 
vestments in a firm's portfolio. In fact, informa- 
tion that frequently changes, such as FX rates 
and interest rates, can be combined to form a 
separate object with the other objects sending 
messages to it object if they need updated infor- 
mation. 

The nature of risk of investment in a financial 
t 

instrument changes with its type. For example, 
while investments in options usually face market 
risk, an investment in treasury bonds bears inter- 

{ est rate risk. With the development of an object- 
oriented system, financial instruments bearing the 
same type of risk can be easily grouped under 
one class to make it convenient for a portfolio 

manager to identify alternative investments that 
reduce a particular risk. With the addition of an 
inheritance mechanism, modifications to any class 
of instruments will only be needed in one place. 

Another application area for object-oriented 
systems in the future may be that of distributed 
databases. Invalid or corrupt data is a very seri- 
ous problem that portfolio managers face in global 
portfolios, since the data are gathered from all 
around the world. Using distributed objecr-on- 
ented databases, a class of portfolios and inher- 
ited classes of individual financial instruments 
can be created at a centralized location. This 
ensures that data for individual financial instru- 
ments and the corresponding operations permit- 
ted on the instruments are consistent with per- 
missible operations on the firm's portfolio, an 
important factor when data can be provided at 
any of several remote offices of a financial insti- 
tution. One remote office can usually provide 
updated information on several financial instru- 
ments. With the help of a distributed object-ori- 
ented system, the updated objects can be shipped 
to a centralized location, thereby automatically 
detecting data inconsistencies by checking to see 
if the transmitted objects exhibit undesirable 
properties (see Figure 3 and Table I ) .  The system 
can be used to hide sensitive information by 
making a limited number of required objects ac- 
cessible only at specific locations within the firm. 

Among the other advantages of a distributed 
object-oriented system is better robustness in case 
of a local hardware failure. Since each node has 
the responsibility of updating only a part of the 
system, the failure of a single node restricts the 
loss to only a few objects and not the complete 
system. In this case, when the node is restored, 
the affected objects are updated locally and the 
entire database is then updated. Failure of local 
hardware is not uncommon in the foreign opera- 
tions of large financial institutions. For global risk 
management, local offices can be asked to main- 
tain only those financial instruments that origi- 
nate in their markets. Every time an object in- 
stance - a financial instrument in this case - is 
updated by the local office, the updated informa- 
tion can be passed to a centralized location and 
checked for errors there. This updated informa- 
tion on the object can be passed to other offices 
that require it. In case of a local failure, only 
some of the information will be lost. If the node 
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science models to solve a variety of financial 
problems, including asset and liability matching, 
cash flow and position forecasting, float optimiza- 
tion, etc. Many industry observers, however, have 
argued that the application of such models to real 
problems in large financial finns - especially 
where uncertainty about cash flows and interest 
rates was involved - required a level of comput- 
ing power that had not yet become widely avail- 
able. 

Today, the situation has changed. Computing 
Dower has increased by several orders of magni- 
iude and is now readily available in the fo& of 
486-PCs and RISC-based (reduced instruction set 
computing) engineering workstations. In addition, 
parallel processing and supercomputing capabili- 

Fig. 3. An example of a distributed object-oriented database. 

went down after the message was sent out to 
update remote locations, it can be easily recov- 
ered by contacting either the centralized location 
or other locations where the most recent informa- 
tion is available. However, if the node went down 
before the message was sent, local update of the 
affected objects will have to done. 

ties have fundamentally changed the scope of the 
models that can be solved. As Stavros Zenios, 
director of the HERMES Laboratory for Finan- 
cial Modeling and Simulation at the Wharton 
School has pointed out: "Financial optimization 
in the 1990s promises to be an area of applica- 
tions comparable to the use of management sci- 
ence models in logistics, transportation and man- 
ufacturing" [33]. 

The use of mathematical programming is a 3.3. Optimizatiorl and parallel processing for finan- 
logical choice: it enables the analyst to "optimize" cia1 rkk management 
the risk profile associated with a portfolio. Math- 

During the 1970s, significant progress was ematical programming also enables the analyst to 
made on developing sophisticated management represent institutional requirements or limita- 

Table 1 
Characteristics of the superclass and the derived classes in the example shown in Figure 3. 

Property Superclass Derived class 

Inheritance Operarions Buy/Sell operations permitted to Buy/Sell inherited from the class. 
be inherited. Operations on 
non-local financial instruments 
not permitted to be inherited for 
modifications. 

Properries Correlation among instruments Price correlation inherited. 
permitted to be inherited. 

Private operations Portfolio risk and reward Country-specific risk 
calculations. calculations. 
Range-checks for portfolio risk. Error-checks for specific 

financial indicators. 

Private properties Portfolio specific properties, Individual instrument properties, 
such as the upper limit on such as maturity, coupon and 
portfolio risk and the type of volatility. 
portfolio: short-term or long- 
term. 
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tions placed on investors and their portfolios. 
Finally, it provides a ready mechanism to formu- 
late a clear objective function for financial risk 
management, to identify the set of financial in- 
struments m which portfolio selection occurs, and 
to carry out structured analysis of the relationship 
between risk and reward. 

Such techniques have been successfully ap- 
plied to a wide variety of financial optimization 
problems involving risk. These include: 
- bond portfolio immunization [6,15,16,29]; 
- bond "factor" immunization (which alters the 

assumption in bond portfolio immunization 
that the term structure of interest rates is flat 
and shifts in parallel); 

- bond dedication modeling (which alters immu- 
nization models to match cash flows "on aver- 
age" [341; 

- downside risk control in option positions; 
- Markowitz models representing the mean and 

variance of non-systematic risk in portfolios 
[17,251; and, 

- multi-period stochastic planning models involv- 
ing uncertainty [7,11,20,281. 
Areas that have especially benefitted from ma- 

jor advances in risk management include mort- 
gage-backed securities (MBS) and their deriva- 
tives, collateralized mortgage obligations (CMO), 
and other financial instruments that are highly 
sensitive to interest rates and that involve many 
cash flows over time. Portfolios can be built well 
on analysis of the instruments only if the analysis 
can be carried out in real-time, prior to the 
expiration of the opportunity or changes in the 
underlying conditions of the market. Mortgage- 
backed security portfolio risk management in- 
volves modeling mortgage holder behavior as a 
call option (since a mortgage holder can select to 
prepay if interest rates drop substantially). The 
financial optimization problem is to determine 
what securities to include in an MBS pool with a 
selected risk profile, and the related lending and 
borrowing decisions associated with MBS cash 
flows that either lead or lag the expected cash 
flow schedule at the time the portfolio was cre- 
ated. Zenios [33] reports on the use of a Thinking 
 machines Inc. "Connection Machine CM-2" par- 
allel computing architecture (32,000 processing 
elements) that takes advantage of recent ad- 
vances in algorithms for stochastic programming 
to solve this problem in real-time. In this case, 
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computing power not only supports a business, it 
enables it. 

3.4. Artificial intelligence (RI) and the recognition 
of pattern associated with risk 

While the majority of corporate information 
processing expenditures are in the area of tradi- 
tional information systems, some organizations 
have begun to develop expert systems. This tech- 
nology goes beyond the normal approach of col- 
lecting, storing and retrieving data to one of 
defining human decisionmaking rules (or exper- 
tise) and storing them with the data. These sys- 
tems tend to act as an aid to decision making 
through the use of stored "knowledge resources 
rather than attempt to replace humans with com- 
puter automation [30]. 

Expert systems can be classified as to use of 
knowledge and technological complexity. An ex- 
pert systems rises on the scale of knowledge 
complexity as the number of different fields of 
information required in the decision analysis in- 
creases or as the uncertainty of the information, 
or its completeness, increases. Similarly, an ex- 
pert system is considered technologically complex 
if the diversity of platforms (hardware and system 
software) used for implementing the system is 
high (see Figure 4). A PC-based personal time 
management program written using an A1 shell is 

X 
Technoloplul Compledty (Number of Softwuc 

Packagw/Pktbrm# U6ed) 

Fig. 4. Knowledge and technological complexity framework: a 
few examples. 
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an example of an expert system exhibiting low 
knowledge complexity and low technological com- 
plexity. A global risk management system that 
includes credit, market and operational risk mea- 
surement utilizing mainframe distributed data- 
bases linked to workstations located around the 
globe would be one that exhibits both high knowl- 
edge and high technological complexity [27]. An 
example of the latter is the Life Underwriting 
System by Lincoln National Reinsurance Com- 
pany, whose goal is to improve organizational 
profitability through better underwriting risk 
management. This system includes in-depth 
knowledge from both the medical and underwrit- 
ing domains and is supported by multiple tech- 
nologies and databases. 

The uses of A1 in financial risk management 
are numerous: 
- Manufacturers Hanover Trust in New York 

City successfully installed an expert system 
called TARA (Technical Analysis and Reason- 
ing Assistant) to assist traders who deal in 
foreign exchange. The system helped identify 
patterns associated with foreign exchange rate 
movements, improving management's ability to 
identify changing market risk. The flexibility 
and capability of T A M  to explain its reason- 
ing, along with senior management support, 
were important to its success at Manufacturers 
Hanover. Manufacturers Hanover Trust re- 
cently implemented an expert system called 
Inspector that monitors worldwide foreign ex- 
change trading in order to detect irregular 
activity. The system is considered extremely 
cost-effective and fits well with existing tech- 
nologies in the organization, two factors con- 
sidered important for its success [8]. 

- The American Stock Exchange is currently ex- 
perimenting with an expex't system, MESS 
(Market Expert Surveillance System), to detect 
cases of insider trading. MESS scans thou- 
sands of trade transactions daily and is able to 
shortlist a few of these that it considers may 
involve insider trading frauds E221. 

- Chase Lincoln Bank developed a planning ex- 
pert system, the Chase Personal Financial Plan- 
ning System. The system provides financial 
planning advice to investors and can be used to 
produce output tailored to specific user inter- 
ests [19]. 

- RESRA (Residential Real Estate Appraiser) 
used by all Security Pacific appraisers in Cali- . 
fornia was designed to remove appraisers' bi- 
ases in deciding whether real estate loans 
should be approved. This made an objective - 
measurement of credit risk possible [191. 

- Citibank makes use of an expert system DOLS 
to issue thousand of checks to retirees, and 
also to make suitable deductions for taxes and 

. pension amounts 1191. 
Another area where A1 systems have proved 

themselves for financial risk management is par- 
tern recognition. This involves analysis of current 
or historical data on prices, yields or other mea- 
sures related to specific financial instruments or 
the market at large to detect patterns for predic- 
tive models. The ability of these systems to pro- 
cess and store data for comparison purposes has 
given them a competitive edge over humans in 
recognizing trends that are useful to control risk. 
An expert's knowledge can now be coded in a 
system to infer meaningful predictions from the 
patterns detected. One example of such a system 
is PRISM (Pattern Recognition Information Syn- 
thesis Modeling) developed by the Raden Re- 
search Group. The system has been successfully 
used to predict changes in the Dow Jones Indus- 
trial Average [I]. 

In cases where structured knowledge is avail- 
able (for example, in programmed trading activi- 
ties involving cross-market interest rate or market 
index arbitrage), traditional procedural program- 
ming methods can been used to provide fully 
automated decision support and trade transaction 
capabilities. A1 models seem to work best in 
situations where semi-structured knowledge is 
available to make decisions, a characteristic that 
fits many financial risk management situations 
quite well. Most of the rules used in expert sys- 
tems can be extracted from one or more experts 
in the trading and treasury domain. In some 
cases, however, structured knowledge, similar to 
that presented in finance textbooks, may be hard 
to elicit. In others, it may be easy to elicit, but 
harder to apply. 

3.5. Neural nets and the prediction of changing risk 

Neural network technology is another innova- , tion that is being explored for use in the risk 
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management domain [14,32]. Neural networks are 
computer systems whose internal architectures 
are designed to imitate real neural systems. Two 
objectives of present-day neural net research are: 
to duplicate adaptive behavior of humans and to 
duplicate their capacity to learn new things 
quickly. Neural nets are now being tested in the 
financial services industry in numerous contexts, 
including: bankruptcy and asset price prediction, 
mortgage-backed securities (MBS) portfolio pre- 
payment rate forecasting, and classification of 
customers to improve targeting of new services. 
In contrast to expert systems neural nets are used 
where problems cannot be readily represented by 
explicit analytic models, and where the process of 
reasoning to obtain a resuIt may be fuzzy. For 
example, neural nets may prove to be useful for 
forecasting financial indicators where no univer- 
sally acceptable forecasting model exists. 

Neural nets model massive parallelism and 
high interconnectivity among a large number of 
processing units called neurons. Each of these 
can have multiple inputs and outputs. Generally, 
they are arranged in three layers: input, output, 
and hidden. Input neurons act as sensors and 
accept all incoming signals. Output neurons act as 
motoring units generating the results for a classi- 
fication scheme. The hidden layer comprises neu- 
rons that together imitate the complex phe- 
nomenon of learning from mistakes and fine-tun- 
ing the network so that the predictions achieve 
more accuracy. 

Neural networks usually have two stages: a 
learning and a performing stage 1211. During the 
learning phase, the neural net is trained on a part 
of the data (e.g., price changes, defaults, etc.). 
This subset (inputs) is supplied to the network 
and a set of predicted values (outputs) is pre- 
dicted from the network. These are compared 
with the actual values. Depending on the differ- 
ence between predicted and actual values, the 
network is iteratively fine-tuned to reduce this 
difference. This process is repeated for all obser- 
vations from the training data set. The resulting 
neural net can then be used to predict values for 
unknown classification variables. 

Neural nets have been shown to perform bet- 
ter than conventional classification techniques 
(such as regression) in cases where the classifica- 
tion scheme does not have a well-defined model. 
For example, Dutta and Shekhar [14] showed that 

a neural network consistently outperformed a re- 
gression model in predicting bond ratings. Cosset 
and Roy 1101 also showed that neural networks 
had a higher predictive accuracy than comparable 
logistic regressions in predicting country risk rat- 
ings. Although the technology is promising for 
forecasting financial indicators, one should be 
cautious in suggesting use of expensive neural net 
systems when the problem is well-structured 
enough to permit conventional classification ap- 
proaches. 

Reports of successful neural net applications 
in industry have sparked rapid growth in their 
use. Some examples are: 
- Chase Manhattan Bank of New York City de- 

veloped a neural network application, ADAM, 
in collaboration with Inductive Inference. 
RDAM extracts a co11ection of Boolean formu- 
las from historical data to determine the bor- 
rower's credit-worthiness 1261. 

- In the Unites States Standard and Poor's suc- 
cessfully used NeuralWorks Professional to 
predict bond price swings [26]. 

- The Nestor Character Learning System is being 
successfully used in some banks in the United 
States to interpret the dollar amounts scrib- 
bled on the face of a check 1181. 

4. Risk management systems: Cost-benefit impli- 
cations for implementing firms 

Risk management systems (RMS) based on 
RMT are generally expensive. Sophisticated, 
large-scale risk management tools can cost any- 
where from a few thousand to millions of dollars. 
Given the high costs, senior management is faced 
with the difficult question of their payback. To 
justify investments, management needs to tie all 
the benefits of a risk management system to its 
costs and then evaluate the cost-benefit ratio. 
The usual discounted cash flow analysis fails to 
measure the real benefits of such a system, as 
most benefits are intangible or uncertain, and 
thus difficult to convert into cash flows. 

For example, it is hard to evaluate the benefits 
of a system which assesses the credit risk of a 
borrower more accurately than a credit analyst, 
who may be conservative in approving loans and, 
as a result, may reject some loan applications that 
might not have been refused by the system. How- 
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ever, because the loan was not approved, data on 
the expected returns of lost business will not be 
available when the bank evaluates benefits of the 
system. Another example is in systems that pro- 
vide graphical displays. These are used to inform 
a trader how the market is expected to behave 
during the course of the day. Although graphics 
may make it easy for a trader to analyze incoming 
information, it is very hard to measure the actual 
benefits of such a system. Even when the overall 
profits are believed to have increased after the 
use of a system, it is not easy to determine what 
part of them is attributable to system use. (See 
[I21 for additional details.) 

4.1. Risk management systems: Benefits 

Recent advances in IT value research have 
shown that creation of a business value linkage 
may be useful in understanding the scope of 
indirect benefits. Business value is defined as the 
economic contribution that IT can make to firm 
profitability. A linkage formalizes the relation- 
ships between IT investment and business value. 
For risk management systems, it involves three 
primary features: 
- identifying all input costs or investments 

needed to install and maintain the system; 
- understanding all intermediate production pro- 

cesses, both inside and outside the firm, that 
are affected by the use of the system; and 

- identifying all business value outputs whose 
variations can be attributed to the investments. 
Figure 5 provides an illustration of a linkage 

for a distributed object-oriented database system 
for managing global portfolios. The system has 
four possible intermediate production processes 
from which business value can be realized indi- 
rectly. These four production processes are: data 
hiding control operations, data integrity control 
operations, portfolio management operations, and 
data mailing operations. By providing limited data 
access to users, the system will be able to save 
losses that may result from inappropriate sharing 
or leakage of information. The system should also 
be able to reduce operating costs by taking care 
of data integrity problems. Because the system 
will obtain updated information in a very short 
time on all worldwide financial instruments, the 
firm will be able to control portfolio risk and 
increase returns from investments. Finally, in the 

Fig. 5. Business value linkages for a distributed database 
system. 

long run the system should be able to control 
data mailing costs. 
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4.2. Rkk management systems: Cost 

To manage risk, a firm typically has to incur 
several types of costs, including jixed, variable 
and opportunity costs. Fixed costs include invest- 
ments in systems. If a new risk management 
system involves complete replacement of existing 
hardware, it may not be preferred over one which 
uses existing equipment, even if the latter system 
does not provide as good performance. Variable 
costs include costs of periodic input data feeds, 
preventive and break-down maintenance, and of 
software updates, etc. Variable cost is dependent 
on the amount of service requested. For example, 
data feeds may be availabie in several forms: 
on-line reports; batch reports; daily reports; and 
monthly or quarterly reports. The actual cost of 
the data will usually vary. 

Another dimension of cost in a risk rnanage- 
ment system is the opportunity cost of losing ,. 
business to competitors. Opportunity costs arise 
when profitable risks are not properly identified 
due to the inadequate performance. Opportunity 
costs are important here for two reasons. First, I 

they form a basis for comparison of performances 
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of different systems. Second, unlike other costs, 
t opportunity costs in not using a particular system 

vary for different firms, depending on the nature 
of their businesses and their current investments. 

r For example, if an investor has not invested in 
fmed income assets, a risk management system 
providing in-depth analysis of them will be worth 
less to him than to an investor who has diversified 
investments in the whole range of products, in- 
cluding fixed income assets. 

4.3. Data quality: Its importance in rkk manage- 
ment system design 

The performance of a system depends on the 
quality of the data feeds that it utilizes. Very 
often, data that are updated at more frequent 
intervals will aid in obtaining a more accurate 
reading of the financial risks. Similarly, if the 
data are accurate and made available with a 
minimum delay, it is likely that the RMS will 
provide more value to the user. Work that is 
underway, however, suggests that some tradeoffs 
are inevitable, for example, in terms of frequency, 
response time or accuracy and even the models 
on which these systems are based, assuming there 
is a limited budget [4,51. 

To evaluate the impacts of variations in quality 
of data feeds, it is necessary to state a11 possible 
forms of data feeds used as inputs to the particu- 
lar risk management system. Next, all data quality 
attributes of these data feeds, such as frequency, 
response time and accuracy, should be listed. By 
simulating the variations in data quality using a 
sample data set, the decision maker can deter- 
mine how'a particular risk management model 
will perform, and examine how far its perfor- 
mance deviates from the best observed perfor- 
mance when the highest quality data are used [2]. 
Performance is treated as an objective measure in 
terms of the specifics of a particular risk manage- 
ment problem. For example, the utility of a well- 
hedged portfolio may be one measure of system's 
performance. In this case, a measure of utility 
can be used to gauge the objective effectiveness 

, of the hedges. The difference in performance of 
two systems distinguished by different data qual- 
ity designs gives the difference between the op- 

I 
portunity costs. The corresponding cost of each 
data feed should be included with the opportu- 
nity cost for each RMS. The total costs can then 

be used in the optimization problem for selecting 
the appropriate data quality levels that will match 
the firm's risk management requirements. 

4.4. Risk management systems: How should they be 
selected? 

As a first step towards evaluating risk manage- 
ment systems, managers need to state their re- 
quirements and estimate future needs. Knowing 
these, a cost-benefit analysis can be camed out 
for alternative tools and the data feeds they re- 
quire. 

We recommend the following steps: 
1. Identify the types of risk the business faces: 

Identification of business risk is important to 
verify if the RMS being considered will help 
manage the business risk. 

2. List all objectives in using an RMS: Manage- 
ment usually opts for an RMS with certain 
objectives in mind. It is essential that all such 
objectives be listed to make comparison eas- 
ier. Possible objectives of a RMS may be: 
forecasting foreign exchange patterns, detect- 
ing errors in international data entries, check- 
ing for trading frauds, etc. 

3. Compile the b t  of alternative RMSs that can do 
the job: This involves shortlisting those RMSs 
that satisfy the management's objectives enu- 
merated in Step 2. 

4. Gather all costs associated with an RMS: For 
each, calculate the fixed and the variable costs. 

5. Sketch a business value linkage diagram for 
identifying the impacts of the RMS: For each 
RMS, identify all intermediate production 
processes that will be affected by the use of 
the system. This will help to determine hidden 
or less tangible benefits. 

6.  Estimate all direct and indirect business value 
outputs of the RMS: The individual intermedi- 
ate production managers must provide an esti- 
mate of business value outputs, e.g., savings in 

, operating costs, value-added by better risk 
management control, etc. Also estimate the 
direct revenues that might result from the use 
of the system. The sum of these direct and 
indirect benefits also provides a measure of 
opportunity costs of not using the RMS. 

7 .  Select the system that has the highest expected 
benefit to cost ratio. 
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5. Conclusions 

Advanced information technologies can help 
in identifying, measuring and monitoring finan- 
cial risk. With the advent of sophisticated com- 
puting technology, investments in foreign coun- 
tries are becoming more easy-to-track and easier 
to monitor. Artificial intelligence has been used 
with success in many financial applications, and it 
is now being used to assist risk managers in 
identifying risky events. Measurement of financial 
risk under alternative investment scenarios can 
now be carried out in seconds using parallel 
computing architectures. Monitoring of global in- 
vestment portfolios is now made simpler by dis- 
tributing the task at a number of worldwide loca- 
tions and integrating the results using advanced 
communication technology and object-oriented 
database systems. Finally, neural networks have 
been shown to be useful to identify the extent to 
which risky events can affect forecasted out- 
comes. 

The benefits of RMT are obvious, but in many 
cases these benefits are intangible or probabilis- 
tic. Thus, justification of significant investments 
in such systems is difficult, and the appropriate 
strategies for justification still need to be estab- 
lished. We suggested the use of a business value 
linkage to identify direct and indirect benefits of 
RMT investments in the intermediate production 
processes of a financial firm, and also suggested 
the use of an economics-based approach to se- 
lecting the design of risk management systems in 
terms of the data, the modeling, and the hard- 
ware component. In particular, data quality opti- 
mization can enhance the benefits of a risk man- 
agement system while adding relatively few addi- 
tional costs. 

All firms are subject to operating risks. In 
addition, market and credit risk can be readily 
adapted to reflect the content of different kinds 
of business scenarios. Market risk, as an example, 
may arise from competitor pricing strategies, the 
entry of new market competitors, and a variety of 
other factors that are beyond management's con- 
trol. In software development projects, volatility 
of returns is an important consideration, espe- 
cially as the mission of the organization changes 
or the underlying software development methods 
evolve. Finally, successful marketing strategies 
generally evolve after a careful study of credit 

risk. Thus, the discussion provided here applies , 
to a number of businesses across different indus- 
tries. By identifying the types of risk an industry 
faces, one should be able to select a suitable 
RMT to monitor these risks. 
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