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Abstract

Sentiment has traditionally been considered a
“deep” attribute of writing, often requiring the inter-
pretation of figurative language to uncover the writer’s
intention. The natural language processing commu-
nity has become increasingly interested in detecting,
through automatic means, the expression of opinions
and measuring the intensity of emotions held by the
writer. Despite the depth and abstraction often asso-
ciated with expressions of sentiment, we apply strictly
lexical analysis to the opinions expressed about books
and find that machine learning techniques are ca-
pable of resolving even fine-grained distinctions be-
tween opinions. Using an averaged perceptron clas-
sifier trained using a word subsequence kernel, we
achieve an accuracy of 89% when distinguishing be-
tween 1- and 5-star reviews. Further, this same model
vields significant separation when scoring intermedi-
ate reviews—making distinctions even human annota-
tors find difficult. We detail the collection of data for
supervised training and present the results of our sen-
timent classifier along with some discussion about why
we believe this approach to be effective.

1 Introduction

What movies should I see? What music should I
be listening to? What books should I read next? As-
suming a bounded amount of time to invest in being
entertained, there is widespread interest in pruning the
ever growing set of potential material for viewing and
listening. Professional movie critics are only one ex-
ample of the army of people paid by media companies
to view and mete out opinions that hopefully guide us
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in our choices.

With the explosion of blogs, and with commer-
cial sites like Epinions.com (owned by Ebay.com) and
Amazon.com, Inc. featuring collected reviews from
their own customers, now more than ever we are inun-
dated with opinions, not all of them welcome. Being
able to synthesize a single numerical score for each
review is an essential step in developing an aggre-
gated review. While such a score is itself of debat-
able value, the popularity of sites like Metacritic' and
Rotten Tomatoes” demonstrate the demand for this de-
gree of radical oversimplification. Furthermore, the
potential of an opinion-based economy to steer cus-
tomers to products could truly revolutionize our cur-
rent advertising-centric approach to selling. In fact,
at least one study [12] has demonstrated a causal link
between customer-provided reviews and customer pur-
chasing behavior.

Being able to read and analyze, systematically, crit-
icism and opinion is an ambitious undertaking. In this
work we begin with a much more modest attempt to
approximately characterize a review as positive or neg-
ative using only simple lexical features. In the follow-
ing sections we review the earlier publications dealing
with customer review data, our methods for collecting
training and testing material, the design of our algo-
rithm, and the results of our experiments both in esti-
mating review valence and usefulness.

1http://www.metacritic.com/, a division of CNET
Networks, Inc.

http://www.rottentomatoes.com/, a division of
News Corp.
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2 Previous Work

Much of the effort in sentiment analysis in recent
years has focused on the problem of binary classifica-
tion of text into positive or negative opinions. Such
binary classification of opinion blurbs was the goal of
Turney [16], who tested a model on 412 reviews from
the Epinions.com website. Turney performed part-
of-speech tagging on each review, then used a point-
wise mutual information/information retrieval (PMI-
IR) model to each phrase to determine its “semantic
orientation” (positive or negative), then took the av-
erage semantic orientation of all the phrases in the
review. This approach yielded 74% accuracy over-
all types of reviews, ranging from 66% accuracy for
movie reviews to 84% accuracy for automobile re-
views.

More recently, Pang and Lee [14] have explored the
more fine-grained assignment of the number of stars to
each review. In that work, the authors recast the n-ary
classification task to one of metric labeling, attempting
to exploit the fact that reviews whose star ratings are
similar are similar themselves. After performing pi-
lot studies with humans to confirm star differences can
be accurately annotated, the authors present three dif-
ferent approaches: one-versus-all n-ary classification,
linear regression and a Markov random field that ex-
plicitly encodes the relationship between the distance
function of the star ratings and the distance function
between reviews. Pang and Lee attempt to classify in-
dividual sentences within reviews and then calculate
the percentage of positive sentences (the number of
positive sentences divided by the total number of sub-
jective sentences).

Goldberg and Zhu [8] build on Pang and Lee’s work
by incorporating unlabeled data, using a graph-based
semi-supervised learning algorithm. Their transduc-
tive learning setting showed performance improve-
ments over the work of Pang and Lee, but only when
the amount of labeled data was small. Mullen and Col-
lier [13] use a support vector machine to combine fea-
ture sets from several previous efforts to good success
on both Pang and Lee’s Epinions.com data set and a
new data set of music reviews.

It is also worth noting that the measure of senti-
ment is not only of theoretical interest. In [7], using
the methodology of Pang and Lee, a classifier built to
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measure the ratio of subjective to objective content in
product reviews was correlated with both product sales
and review helpfulness.

In other efforts, Hu and Liu [9] use a 12-stage
pipelined architecture, including part-of-speech tag-
ging, feature identification and sentence opinion ex-
traction, in order to produce customer review sum-
maries. In another, related effort in sentiment analysis,
Kim et al. [10] attempt to predict review helpfulness.
In that work, the researchers threw a variety of features
into their model, including IR-based lexical features,
syntactic (read: part-of-speech) features and “seman-
tic” features (lexical features that are closely related to
the opinion of a review, or to a description of the item
being reviews).

In nearly all previous work, there is a word- or
sentence-level model, the results of which are aver-
aged across all words/sentences/n-grams in order to
produce a single model output for each review. By
contrast, we use subsequence kernels [11] to have our
model explore the space of all “gappy n-grams” in the
reviews, in our case, up to four words in length. Our
intuition is that the feature space implicitly captured by
subsequence kernels is sufficiently rich to obviate the
need for explicit knowledge engineering or modeling
of word- or sentence-level sentiment. Finally, by using
a voted perceptron model [6], we still gain the benefits
of locally-weighted learning, where we may explicitly
model the distance between differently-rated reviews.

3 Training Data

Using the Web Services API [1] provided by Ama-
zon.com, we obtained book reviews for books in a
number of arbitrarily chosen categories. The search
was done by providing the single keyword, then for
each book in that category we would request all of
the reviews associated with each book. We would
terminate the search of a keyword category once ten
pages of books with no reviews are returned by Ama-
zon.com. From each review, the summary text, the
body text, the star rating, and the number of yes and
no “useful” votes were all extracted for training pur-
poses.

Table 1 shows the complete list of categories and
the number of reviews for each category and star rat-
ing. Amazon.com reviews are highly biased towards



positive reviews, with 5-star reviews often outnumber-
ing 1-star reviews by 10-to-1 or more. Given that re-
views are returned essentially in a random order, we
took the first 90% of the reviews in each category and
assigned it to our training set, and the remaining 10%
constituted our blind, held-out test set.

Number of stars
Keyword 1 2 3 4 5 Total
art 582 431 661 1693 5600 8967
drugs 260 172 316 788 2716 4252
genetics 139 114 233 501 1385 2372
history 703 506 912 2407 6520 11048
homeopathy 32 15 20 66 323 456
israel 326 149 224 524 1783 3006
java 793 569 590 1132 2118 5202
love 847 668 983 2288 7590 12376
magic 581 516 1055 2529 7279 11960
murder 778 624 1120 2345 4493 9360
music 414 401 682 1735 5733 8965
race 395 282 392 1057 2970 5096
religion 721 435 745 2024 8758 12683
scientology 37 4 5 24 139 209
sex 888 513 722 1692 5606 9421
Total 7496 5399 8660 20805 63013 | 105373

Table 1. Total data harvested.

It is important to note that there is no oracle for
these reviews; that is, each reviewer assigns a star rat-
ing according to their own judgment. Whereas Pang
and Lee [14] primarily investigated training separate
classifiers on the reviews of well-known movie critics
to avoid the “author calibration problem”, we are train-
ing a single classifier on the subjective star ratings of a
large and disparate array of individuals.

4 Pre-processing

Each book review on Amazon.com consists of a star
rating, a short text summary, and a longer textual re-
view. The text reviews can vary widely in length from
a simple “great book!” to lengthy descriptions that can
even include extensive quotes from the material being
reviewed. In addition, readers of the reviews are al-
lowed to vote “yes” or “no” when asked if the review
was helpful. We discuss the use of these votes in §8.

For our algorithm, we must represent each review s
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as a string chosen from a alphabet >. This alphabet,
in our case, is the set of all lexical items that occur
in the training set with count four or higher. We use
a straightforward regular expression to tokenize, cru-
cially allowing single quotes to occur inside tokens,
in order to capture contractions like “don’t” which are
frequent in reviewers’ texts. For our training set, this
results in a 62K vocabulary. Primarily for computa-
tional reasons we discard all words not in the dictio-
nary and have truncated reviews longer that 256 words.

5 Word Sequence Kernels

Many machine learning algorithms require a func-
tion for comparing examples for classification with the
labeled instances in the training set. In our case, we
would like a function that permits an efficient explo-
ration of the exponentially-large feature space of word
subsequences. We have therefore chosen a word se-
quence kernel. Word sequence kernels [2] are a variant
string kernels as presented in [11], but with the review
text represented as a sequence chosen from an alphabet
of whole words. In [2], word sequence kernels were
applied to document classification.

Word sequence kernels of order n are a weighted
sum over all possible word sequences of length n that
occur in both of the strings being compared. For a
kernel of order 2, the subsequence of words {“great”,
“book’} occur in both the texts “great reference book™
and “if you need a great cure for insomnia try reading
this book™ but within different length spans. Because
they count all word sub-sequences that are common
between two strings, these kernels are also known as
rational kernels [4], or, more colloquially, gappy n-
gram kernels.

Mathematically, the word sequence kernel is de-
fined as

) = )

K, (s,t
Z Z A\(iln]=i[1]+1)+(G[n]—j[1]+1)
u€dx i:s[i]=u j:t[j]l=u
where )\ is a kernel parameter that can be thought of
as a gap penalty. i refers to a vector of length n that
consists of the indices of string s that correspond to
the subsequence w. And, the value i[n] — i[1] + 1 can
be regarded as the total length of the span of s that
constitutes a particular occurrence of the subsequence



u. Following Rousu et al. [15], we combine the ker-
nels of orders one through four through an exponential
weighting

N
K(s,t) =Y ' "Ki(s,t). )
=1

For all of the experiments presented below, we fixed
the parameters N = 4, A = 0.8, and p = 0.5.

6 Voted Perceptron

Among the many choices for classifiers, we chose to
use the voted perceptron algorithm [6], for several rea-
sons. This algorithm is a large-margin linear classifier,
falling in the general family of locally-weighted learn-
ing algorithms. As such, it gives us the flexibility to
incorporate the star ratings fairly directly, by project-
ing them onto the [-1,1] interval as numerical labels on
the training instances. Moreover, it is readily amenable
to the use of kernel functions, allowing the exploration
of a much larger feature space without much additional
computational cost. Finally, it has been experimentally
shown to have fast convergence.

j—1;vp—0;¢c0 —0
repeat {up to 7" times}
for ¢ from 1 to n do
if sgn(v; - z;) = sgn(y;) then
cj — ¢+ 1

else
Vitl < Vi +YiX;
Cj1 1
JeJ+1
end if
end for

until convergence or T'th iteration a list of weighted per-
ceptrons

<(V1701)7 ceey (Vj,Cj)>

Figure 1. The voted perceptron algorithm (pri-
mal form).

Figure 1 illustrates the algorithm in its primal form,
where the input is a series of n vectors x; € X with
associated labels y; € )Y and a number of epochs 7.
Crucially, labels for positive examples should be pos-
itive (typically 1.0) and those for negative examples
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j— 10— 0;¢9 — 0
repeat {up to 7" times}
for i from 1 to n do
if sgn(>"7_ ajkye(xk - x;)) = sgn(y;) then
cj— ¢+ 1
else
Q1 — QG Qg1 Qg1+ L
Cj+1 1
Je—=J+1
end if
end for
until convergence or T'th iteration a list of dual-form
weighted perceptrons

<(OL1,61), BRI (ajvcj»

Figure 2. The voted perceptron algorithm
(dual form), where «; ; is the jth component
of the ith o vector.

are negative (typically -1.0). As [6] note, and as de-
scribed in detail in [5], there is a dual form of the algo-
rithm in which every perceptron is a weighted sum of
a subset of the training instances, illustrated in Figure
2. This representation is typically much more com-
pact than the primal form, and also illustrates how
a the voted perceptron essentially implements a bag-
ging model, where each different weighted sum of in-
stances is some view of the training data. Finally, the
fact that the dual form only computes dot products be-
tween training instances lets us substitute an arbitrary
kernel function for the dot product function, implicitly
exploring a much larger feature space. Also, for all of
the models discussed in this paper, we train on only the
extreme reviews (1 and 5 star ratings), even though we
test on all reviews.

7 Predicting Star Rating

For prediction, we use the weighted average of the
scores returned by the perceptrons (also known as an
averaged perceptron). These are unnormalized scores,
meaning the absolute values are only bounded by our
imposed hard word limit of 256.

Our model, despite being trained only on the ex-
treme one and five star reviews, forms an excellent
continuum over reviews with intermediate star ratings,
as shown in Figure 3. It is rare that we see such be-
havior associated with lexical features which are typ-
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Figure 3. Distribution of voted perceptron model scores by nhumber of stars

ically regarded as discrete and combinatorial. Finally,
we note that the voted perceptron is making distinc-
tions that humans found difficult in [14].

While the trend among these predicted distributions
is visually obvious, we checked the significance of the
observed differences via a series of paired ¢-tests. Fig-
ure 4 illustrates the results. Modulo the outlying points
in the 3- and 4-star distributions, we achieve signifi-
cant distinctions among the means of the various pairs.
As Figure 4 indicates, we re-ran three of the ¢-tests in-
volving the 3- and 4-star distributions removing out-
liers. We justify these additional tests by noting that
our entire data set does not contain “gold-standard”
truth; rather, it contains the subjective star ratings of
a disparate set of on-line shoppers.

The receiver operating characteristic (ROC) plots
of Figures 5(a) and 5(b) show the the ability of our
voted perceptron model to partition the reviews. In
addition to testing our subsequence kernel model, we
tested a simpler model, where each review was treated
as a vector representing a bag of words, and the inner
product of two such vectors is equivalent to the term-
frequency cosine distance. This kernel is a fourth-

order polynomial expansion kernel
Kpoly(v1,v2) = (vi - va +1)*

3)

to be roughly comparable with our fourth-order subse-

497

L [[2]3[4]5]
ITirJ1]Jof[1
2 olof |1
3 0 | of
4 1

fRemoving 4 outlier points (> 3¢ from the mean)
from the 4-star reviews yields a statistically
significant ¢-test. "Removing 2 outlier points from the
3-star reviews yields a statistically significant ¢-test.

Figure 4. Paired ¢-tests for pairs of distribu-
tions shown in Figure 3. All positive results
are at p-value of < 0.05.

quence kernel.

When tested only on one and five star reviews we
achieve an accuracy of 89% for the equal error rate
condition. Of couse, in most real-world test scenarios
amodel would have to deal with reviews of all possible
star ratings, not just the extremes. When we split the
reviews into two classes, 1-star and more than 1-star,
we were able to identify the “bad” reviews with 85%
accuracy.

We perform a baseline comparison using a conven-
tional support vector machine classifier trained using
LIBSVM [3], using the same review data with a bag
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indicates testing only on 1- and 5-star reviews. “Less than two stars” indicates testing on all reviews,
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of words representation and a simple linear kernel.
Figure 6 shows the ROC plots of this baseline model.
While better than chance, the classifier is unable to dis-
tinguish reviews with accuracies better than 61% un-
der any conditions.

Another question that we seek to address is whether
or not the voted perceptron sentiment classifier is ca-
pable of correctly classifying across domains. To test
this, we built a classifier using only the data from the
categories race, Java, Israel, drugs, and genetics (our
five-category data set). We then tested this classifier
on the remaining four categories using only the 1 and
5 star reviews. The resulting ROC curve is shown in
Figure 7. While there is some variation in the per-
formance, the word sequence kernel voted perceptron
appears to be quite effective at generalizing across un-
related domains.

8 Predicting Utility
In addition to allowing customers to review books,

the reviews themselves are subject to another meta-
level of criticism. Customers may vote upon reviews
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Figure 7. ROC curves on held-out, out-of-
genre results.

with a binary yes or no in response to the question
“Was this review helpful to you?” One might presume
that this means that the reader of the review bought the
product, evaluated it themselves, and generally agreed
with the content of the review and later returned to the
site to select “Yes.” However, it is more likely that cus-
tomers evaluate the surface of the review and evaluate
how helpful the review is at making their decision to
buy the product or not.

In the case of book reviews, there are a great many
reviews that say things like “couldn’t finish the book”
or “didn’t read,” and these phrases are typical of those
found in reviews generally labeled as not helpful. In
many respects, the ability to quickly judge whether or
not a review is likely to be helpful a priori might be
more valuable, if it can be done automatically, than
being able to sense the sentiment.

Presumably, the surface features that distinguish
both helpful and non-helpful reviews are different than
those that give a book a positive or negative. To test
our ability to provide this classification, we trained a
voted perceptron on the five-category data using only
those reviews that were voted unanimously helpful or
not-helpful. Of the 32K reviews in the five-category
training data, 2.7K were unanimously not-helpful, and
13.6K were unanimously helpful. Figure 8 shows the
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Figure 8. Scatterplot of utility quotient versus
model score.

somewhat disappointing results. While the perceived
emptiness of the lower-right quadrant suggests a subtle
yet perceptible positive trend, there is clearly a lack of
separation. We suspect that a review’s utility is a more
subtle metric than its star rating. In the plot we distin-
guish the points by number of stars; however, the clas-
sifier does not have access to this feature. As [7, 14]
show, incorporating information from the product de-
scription, and measuring the ratio of subjective to ob-
jective comments in reviews is a predictor of review
helpfulness. Our lackluster utility results are perhaps
not altogether surprising, given that our classifier does
not have access to the product description. We intend
to incorporate such information in future utility exper-
iments.

9 Conclusion

Sentiment analysis in general, and review rating
prediction in particular, has application well beyond
the initial sphere of retail sales and marketing. In-
deed, it forms a subset of the more general problem
of text classification, and as such, it may be brought
to bear on newswire text for financial analysis, polit-
ical commentary for sentiment of the populace, and
undoubtedly many more applications. In this paper,



we have explored the novel combination of two well-
known techniques: the subsequence kernel and the
averaged voted perceptron. The subsequence kernel
provides the richness of “gappy n-gram” features that
appear partially to obviate the need for knowledge-
rich methods for modeling sentiment in individual sen-
tences. The voted perceptron provides a convenient
locally-weighted learning model that can learn a func-
tion from word sequences to the real numbers that cor-
relates with the metric of the input labels—even when
only trained on the extreme-labeled examples (the 1-
and 5-star reviews).

Even though our model has achieved classification
accuracy up to 89% on this task, much investigation re-
mains. For example, just because we have initially es-
chewed explicitly modeling sentiment at the sentence
level does not mean additional knowledge sources or
features would not help accuracy. Also, following in
the footsteps of Pang and Lee, we suspect that elimi-
nating “objective” sentences would also only help ac-
curacy of our models. Finally, we intend to explore
training on all instances, not just the extremes, to take
advantage of the voted perceptron’s ability to model
the metric implicit in the input labels.
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