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Abstract 
 This project aims to use R language to develop a decision-tree module that is working 

correctly under software Jamovi. This project will create an easy teaching tool for the NYU 

MASY program, allowing faculties and students to do decision-tree analysis without typing R 

codes by themselves. Also, they may just import the data into Jamovi and use the decision-tree 

module to perform analysis. 

 This module will be developed by following the Jamovi module creation tutorials; all the 

R codes will be written in R studio within the requirement of the Jamovi environment (jmvcore, 

jmvtools). The required R packages knowledge of decision-tree module development are R6, 

caret, rpart, class, and rpart.plot. These R packages were mainly used when developing the 

decision-tree module  

The client of this project will have full access to the Jamovi module from the GitHub 

repository (link:https://github.com/guangningwei?tab=repositories).  The descriptions on GitHub 

will guide the users on installing and using the module on both Windows-based PCs and Apple 

Macs to eliminate the difficulties of finding an appropriate platform.   On the other hand, this 

module could be used by those who may use it for research purposes. At last, the project is cost-

effective with no extra costs. 
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Abbreviations and Definitions 
R: A programming language and free software environment for statistical computing and 

graphics 

R studio: RStudio is an integrated development environment for R, a programming language for 

statistical computing and graphics. 

Jmvcore: A framework for creating rich interactive analyses for the jamovi platform 

Jmvtools: An R package, analogous to devtools, makes it easy to develop jamovi modules. 

rpart: Recursive partitioning for classification, regression, and survival trees. 

rpart.plot: Plot 'rpart' models. Extends plot.rpart() and text.rpart() in the 'rpart' package. 

Decision tree analysis: A Decision Tree Analysis is a graphic representation of various 

alternative solutions to solve a problem. The manner of illustrating proves to be decisive when 

making a choice 



  
 

8 

Introduction 

Company & Background Information 

New York University (NYU) is a private research university founded in 1831 and located 

in New York City. NYU has many campuses and academic centers worldwide, such as Stern 

School of Business and Professional Colleges.  

The Office of Admissions of NYU School of Professional Studies and the Management 

and Systems program (MASY) is at 7 East 12th Street, Suite 921, NY, NY 10003. This course 

aims to provide students with experiential learning opportunities to help them develop and 

strengthen management and leadership skills and gain relevant Comprehensive knowledge of 

current information technology. The NYU MASY program provides many competitive courses 

and learning opportunities for students in different fields of study. To help students learn more 

about data analysis skills, NYU MASY prepared courses like data mining, data analysis, decision 

tree analysis, and so on. 

Sponsor Information 

 Dr. Andres Fortino - Clinical Associate Professor of Management and Systems. 

He is the sponsor of this project and will supervise the project's progress in three months, and 

finally receive and validate the project that meets the requirements. 
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Problem Description/Opportunity 
NYU MASY offered many data science courses to teach students to become experts in 

this industry. Professors would like to use some software to improve teaching quality and help 

students better understand the course materials. 

The client is teaching data analysis. He used software to help students better understand 

the concepts; however, most of the software in the market is not free, and somehow the cost is 

way much higher than the benefit of purchasing it. The client wishes to teach decision trees by 

the end of each semester, and he finds Jamovi that is free and has decision tree analysis. It is 

accessible to the public and welcome developers to develop various analysis by themselves. 

Under the Jamovi environment, a decision-tree module was built and programmed with R 

language before by the Michigan Technological University (MTU); however, it is not working 

correctly on the client computers. Firstly, this project has to solve the functionality of the module 

instead of trying to find the issues of the module created by the MTU. The better solution would 

be recreating another one by following the tutorials of creating analysis in Jamovi. The second 

problem is how to fix the issue of running platforms. Nowadays, people mostly used Windows or 

Mac; this project has to develop the decision tree module that working on both systems correctly. 

At last, the module should be able to free to the public, and it can be accomplished by using 

GitHub. 

The project's final deliverables must be able to meet the requirements of the client, which 

are: easy to use as a teaching tool, and tool for researching purpose. It also required an 

installation guide and user manual for the module provided on the final delivery day. 
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Importance of the project 

The decision tree is a predictive model in machine learning; it represents a mapping 

relationship between object attributes and object values. Each node in the tree represents an 

object, and each bifurcation path represents a possible attribute value, and each leaf node 

corresponds to the value of the object represented by the path from the root node to the leaf node. 

The decision tree has only a single output. If you want to have a complex output, you can build 

an independent decision tree to handle different outputs. The decision tree is a frequently used 

technique in data mining, which can be used to analyze data, and it can also be used to make 

predictions. 

The client in NYU MASY is teaching data analysis-related courses to best express the 

decision tree concepts. He requires an accurate decision tree module that can run in Jamovi to 

improve teaching quality.  
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Alternate Solutions Evaluated 
There are solutions for the client to solve the issues; however, creating a new module has 

been select due to the efficiency and effectiveness after careful consideration and discussions 

with the clients. 

1. The first alternative solution would be to let the students purchase the software that contains 

decision tree analysis. (A) 

Pros: By doing so, students can learn how to do the data analytics work without knowing 

too much R programing language. It is easy to teach and work with instructors and students. 

 Cons: This will cost students money to meet the teaching purpose for most students. It 

has cost over benefits by just subscribe to one-month software to implement decision-tree 

analysis and never use again. It can’t be guaranteed that software can work on both Mac and 

Windows systems. 

2. The second alternative solution would be teaching students R code for decision tree analysis. 

(B) 

 Pros: Students can understand the decision tree concept much better by typing in the 

code. It also free because R studio and R packages are free to download. 

 Cons: Students have various R programming skills; it is hard to improve the course 

efficiency. On the other hand, Windows and Mac systems are different when performing coding 

analysis, and it will increase the difficulties for students to understand the decision tree concept. 

 

3. The third alternative solution would be just developing a decision module that working on 

Jamovi for both Macs and Windows. (C) 
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 Pros: Client and students can download and use it free with clear guidance. Also, because 

the module is designed specifically to the requirements of the client. It will serve the purposes 

effectively. 

 Cons: The module's further development may be restricted because it severs the 

requirements only. Client and students may question the accuracy of the module because some R 

language experts didn’t develop it. 
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Solution Evaluation Criteria 

Developing Evaluation Criteria 

If the solution meets NYU MASY’s exception on quality.  

If the solution meets NYU MASY’s mid to long-term projections. 

Cost Related Evaluation Criteria  

If the solution meets NYU MASY’s requirement on cost.  

Using Evaluation Criteria 

If the solution meets NYU MASY’s objectives of providing an easy-to-use tool. 

If the solution meets NYU MASY’s requirement on teaching materials.  
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Selection Rational 

The following criteria were established to evaluate solutions 

The weights for each criterion: 

Easy to use Cost Developing 
difficulties 

Easy to 
download 

Further 
development 

20% 50% 10% 15% 5% 
 
They are ranking from 0-5, from least to most respectively. 
 
 Easy to 

use 
Cost Developing 

difficulties 
Easy to 
download 

Further 
development 

Expectation 
score 

A 4 5 1 3 2 3.95 
B 1 2 3 5 4 2.45 
C 4 1 2 5 3 2.3 

 
 

In the selection phase, we had various meetings with the client and came to an agreement 

on the specification requirements of this project. After meeting with the client, the project team 

found five criteria that can affect the selection of solutions. To select the most appropriate 

solution, we had used a weighted average approach designed weights to evaluate the expectation 

score for three alternatives.  

The cost is the most crucial factor to the client because it only uses as a decision tree 

analysis tool. Avoiding unnecessary expenses is extremely important. The second most weighted 

factor is easy to use. We have to meet the requirement of an easy-using tool for teaching 

purposes. The next one is easy to download, where it relates to the provision of free download 

and accessibilities for everyone. The developing difficulties are on the developer's view of the 

project. Can the developer finish the development on time?  Does the developer is skilled in 

completing the job?  That is also another factor we want to emphasize. The last criterion is 

further development. The first two solutions don’t require any further action or updates because 

it uses a paid application or just using R codes. In the third solution, we had tried to find the best 



  
 

15 

way to solve the problems of facing updates on Jamovi by locking down the version of the 

software.  

In the overall score listed in the above table, the lower the score, the better solution; 

therefore, we are selecting the third alternative as the project solution. 
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Approach and Methodology 
This project used Porter’s five forces analysis, stakeholders’ analysis, WBS, and other 

analysis to accomplish a waterfall approach. The project will have five different stages, which 

are initiation, planning, execution, control, and closeout. 

The initiation phase is the project’s beginning stage. This is the start of the project, and 

the goal of this phase is to define the project at a broad level. In order to get the project start, the 

project team is preparing all the documents and deliver it to project sponsor to sign on it at this 

stage. After all the terms agreed with the project sponsor, the project team can move on to the 

next step. 

The second stage is planning phase which the project team will work on the project 

charter and WBS. This phase is key to successful project management and focus on developing a 

project plan that the project team must follow. During this phase, project manager needs to do 

the literature review, as well as work breakdown structure, risk management plan, project plan. 

Beyond all of that, the project manager must build consistent communication channel with 

project client, thus to discuss the requirements of the project.  

In the third stage which is the execution stage, in this phase, the project team will follow 

the project charter determined in the previous step. Also at this stage, the project team will test 

the module back and forth multiple times to make sure it meets the requirements asked by the 

client.  

The fourth stage is controlling stage where the project team was required to 

documentation all the process in order to compare monitor the project progress. During this stage 

the project team will continually track the performance of the current project progress. If there 
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were possible risks that may affect the project’s progress, it should make change by submitting 

change management plan.  

Closeout: Those processes performed to formally complete or close of the project. Once 

the project is complete, the project team will need to prepare the final project report as an official 

completion of the project for the capstone courses. Also, the final presentation must be prepared 

as well. 
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Level WBS 
Code 

Element Name Definition Due By 

1 1 Widget Management 
System 

All work to implement a 
new widget management 
system. 

 

2 1.1 Initiation The work to initiate the 
project. 

 

3 1.1.1 Project Determination  Decide which project to 
take 

January 10th 2021 

3 1.1.2 Develop Project Proposal Project Manager to develop 
the proposal with 
deliverables. 

January 18th 2021 

3 1.1.3 

Submit Project Proposal 

Delivery the proposal to the 
project sponsor for approve. 

February 1st 2021 

3 1.1.4 
Project Sponsor 
Agreement and Sponsor 
Acceptance  
 

Project Manager develops 
the Project Sponsor 
Agreement and Sponsor 
Acceptance  
 

February 25th 
2021 

3 1.1.5 Project Sponsor 
Agreement and Sponsor 
Acceptance 
Signed/Approved 
 

The Project Sponsor signs 
Project Sponsor Agreement 
and Sponsor Acceptance 
which authorizes the Project 
Manager to move to the 
Planning Process. 

February 25th 
2021 

2 1.2 
Planning 

The work for the planning 
process for the project. 

 

3 1.2.1 
Project Kickoff Meeting 
Time Setup 
 

Project Manager set up a 
time to meet with Project 
Sponsor and decide weekly 
meeting time. 

February 1st 2021 

3 1.2.2 Determine the 
requirements of the 
project 
 

The Project Manager 
determines the project 
required resource 

February 1st 2021 

3 1.2.3 

Project Kickoff Meeting 

The planning process is 
officially started with a 
project kickoff meeting 
which includes the Project 
Manager and Project 
Sponsor 

February 4th  
2021 

3 1.2.4 
Develop Project Plan 

Project Manager the team 
develops the project plan. 

February 5th 2021 

3 1.2.5 

Submit Project Plan 

Project Manager submits 
the project plan for 
approval. 

February 6th 2021 
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3 1.2.6 

Milestone: Project Plan 
Approval by Meeting 
with Project Sponsor 

The project plan is discuses 
between and the Project 
Manager and Project 
Sponsor, then the Project 
manager has permission to 
proceed to execute the 
project according to the 
project plan. 

February 11th  
2021 

2 1.3 
Execution 

Work involved to execute 
the project. 

 

3 1.3.1 

Project Meeting with 
Specification 
Requirements 

The planning process is 
officially started with a 
consent on the specification 
requirements in the meeting 
between Project Sponsor 
and the Project Manager 

February 11th  
2021 

3 1.3.2 Install developing 
software and packages 
 

The project is start with the 
required software and 
packages. 

February 12th 
2021 

3 1.3.3 
Develop System 
selection (Mac OS, 
Linux, Windows) 
 

The project manager 
decides the developing 
system for the project 
between MacOS, Linux 
Windows. 

February 12th 
2021 

3 1.3.4 

Develop System 
Alternatives If Possible 

The project manager 
decides the alternative 
developing system for the 
project between rest of the 
two after the module works 
on the previous system 
working correctly. 

April 30th 2021 

3 1.3.5 Draft Module Finished 
 

The draft module finished. April 20th 2021 

3 1.3.6 
Testing Phase 

The module is tested with 
sample data. 

May 1st 2021 

3 1.3.7 Install the Module on 
Both Systems 
 

The final module is 
installed on application for 
both systems. 

May 2nd 2021 

3 1.3.8 Video Made for 
Introduction of the 
Module 
 

Create a video for 
demonstration of how to use 
this module 

May 5th 2021 

3 1.3.9 
Upload to the public as 
an open source. 

Modules upload to the 
public website and prepare 
for downloading 

May 3rd 2021 
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2 1.4 

Control 

The work involved for the 
control process of the 
project. 

 

3 1.4.1 
Project Management 

Overall project management 
for the project. 

 

3 1.4.2 

Project Status Meetings 

Weekly meetings with 
reports on the progress of 
the project. 

Every Thursday 
at 11 am for the 
meeting if 
needed. 

3 1.4.3 

Update Project 
Management Plan 

Project Manager updates the 
Project Management Plan as 
the project progresses. 

Every Wednesday 
based on the 
progress or 
changes for the 
project. 

2 1.5 
Closeout 

The work to close-out the 
project. 

 

3 1.5.1 
Submit Sponsor 
Acceptance to Sign the 
Last Part 

 Project Sponsor signed the 
last part to agree the 
accomplishment of the 
project. 

May 10th 2021 

3 1.5.2 Update Files/Weekly 
Summary 
 

All files should be regulated 
and integrated all the 
weekly summary. 

May 8th 2021 

3 1.5.3 Presentation of the 
Project and Gain formal 
Acceptance  
 

Giving the presentation of 
the project and illustrate the 
module on both systems. 

May 10th 2021 

3 1.5.4 Upload to GitHub 
Repository 
 

The files of the module 
must upload to GitHub 
repository as open source 

May 9th 2021 

3 1.5.5 Develop the Installation 
guide and User manual 
 

Having installation guide 
and user manual ready to 
turn in with the module. 

May 9th 2021 
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Project Objectives and Metrics 
 

Goal of the project 

 The project's goal is to create a computer-based tool to perform decision tree analysis in 

the Jamovi R interface program. The module must work on both Mac and Windows versions of 

Jamovi, requiring two different repositories for each system. The repositories at GitHub must 

provide installation guidance and a user manual to describe how to use the module properly on 

both systems. Also, the module must implement decision tree analysis smoothly without any 

error messages and becomes the teaching tool in the class. 

Project Deliverables and Metrics 

 
• Objective 1 – Convert the discussions with the client into well-defined specification 

requirements, including all the features and functions for this module. 

Measurement: Delivery the typed document in mid-February and go back forth with the 

client to discuss any changes. 

 

• Objective 2 - Build a Jamovi add-on to perform decision tree analysis for numerical 

and categorical target variables. 

Measurement: Delivery in R language app by the end of the semester. 

 

• Objective 3 - Creating a Git Hub repository of the final project files and deliverables. 

Measurement: Create the link for Git Hub with all the module files and deliverables to 

make it publicly available for anyone to use for decision-tree analysis. Finally, hand in 
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the link by the end of the semester.  https://github.com/guangningwei?tab=repositories 

 

• Objective 4 - Deliver a ready-to-install module to Jamovi with clear user instructions 

for installation and use. 

Measurement: Delivering the module, installation guide, and user manual by the end of 

the semester. 

 

• Objective 5 - Test the validity of the algorithm using client-defined data sets. 

Measurement: The final product will be delivered by the end of the semester with 

permission to use by showing the functionalities in the presentation. 
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Risk Analysis 
Risk Management is always required for project management. The project team can 

identify, assess, evaluate, treat, and monitor the risks through the project cycle. Within this 

project, risks can come from various dimensions, including software, operation, external events. 

The project team first defines all possible risks, then the project team is doing brainstorming on a 

risk matrix based on all defined risks and assigns the probability of occurrence of each risk. 

Probability of occurrence: 

Expected: High possibility of occurring. 

Possible: The less possibility of occurring. 

Very Unlikely: The low possibility of occurring. 

Exposure: 

High: high severity impact on the project. 

Moderate: Some impact on the project. 

Slight: Minor or no impact on the project 

  RISK (exposure) 

Pr
ob

ab
ili

ty
 (

of
 o

cc
ur

re
nc

e)
 

  
1.Slight 2. Moderate 3. High 

1. Very 
Unlikely 4   

2. Possible  3  

3. Expected 2 1  

 
 
 
 

After analysis of matrix risks, we found that Risk 1 requires a contingency plan due to it 
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falls in the red section. 
 

Risk Description Probability 
(1-3) 

Exposure 
(1-3) 

Contingency Plan 

1 
 Jamovi has different 
capability on mac and 
windows 

3 2 

Ensure the client is aware that the 
module may run on different 
versions of Jamovi on mac and 
windows. 

2 

 The developer may 
lack the knowledge of 
programming in R 
because he is not 
familiar with R 

3 1 

  

3 
 Mac probably is not an 
excellent system to 
develop the module 

2 2 
  

4 

 The project manager 
is lacking the 
knowledge of creating 
a repository on GitHub 
for the module 

1 1 

  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



  
 

25 

 

Issues Encountered 

While working on the project, the team encountered some issues. All of the problems the 

team faced are minor issues which do not have major impact on project. All issues were solved 

immediately once indicated so that the project was able to finish on time with high quality. Here 

is all type of issues project team faced in the duration of the project. 

 The first issue the team faced was using command Jmvcore and command Jmvtools to 

create a module in RStudio. Unlike develop an R language packages, lot parameters have to be 

used to create a Jamovi package. In order to pursue further module development, the developer 

had to go through the tutorials of how to create a module with  

t-test analysis. 

 The second issue appeared when the developer tried to create the module without add any 

analysis inside the module. Due to the specialties of Jamovi, the module must install before 

initiating any further analysis. Unfortunately, the developer has a MacBook with Big Sur system; 

the Jamovi module can’t install properly in mac OS. So, the developer switched to the Windows 

PC and solved the issues. 

 The third issue stated when the developer started implementing a decision tree analysis in 

the module. There are lots of parameters showed within the module that was created. It has to be 

changed into the parameters for decision tree formulas. The transformation was odd in Jamovi, 

so the developer studied from the MTU module and then applied and updated it to its module. 
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Project Chronology and Critique 
The tasks and duration of the project are shown below: 
 

Level Element Name Start By Due By Durations (days) 
1 Project Determination 01/01/2021 01/10/2021 10 
2 Project Proposal 01/10/2021 01/18/2021 8 
3 Literature Review 

 
02/04/2021 02/24/2021 1 

4 Situational Analysis 
and Cost Benefit 
Analysis 

02/24/2021 03/11/2021 17 

5 Work Break Down 
Schedule 

02/24/2021 03/01/2021 17 

6 Sponsor Agreement 
and Project Sponsor 
Acceptance 

03/01/2021 03/08/2021 7 

7 Project Charter 03/08/2021 03/15/2021 7 
8 Milestone: Project Plan 

Approval 
03/15/2021 03/22/2021 7 

9 Status Report A 03/22/2021 03/29/2021 7 
10 Risk Management 03/29/2021 04/12/2021 13 
11 Status Report B 03/29/2021 04/12/2021 13 
12 Project Management 04/12/2021 04/15/2021 3 
13 Project Sponsor 

Acceptance- Final 
Project Signoff 

05/01/2021 05/03/2021 2 

14 Update Files/ 
Documents 

04/15/2021 04/25/2021 10 

15 Update Project 
Management 

04/25/2021 05/02/2021 7 

16 Final Presentation 05/03/2021 05/10/2021 7 
17 Final Report 05/03/2021 05/10/2021 7 
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The entire project was running smoothly; however, the project management part still needs 

updating much frequently. This is because the developing progress is faster than expectations, 

there are short of time to update the management plan frequently. 
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Lessons Learned 
The whole project was able deliver as planed with expected quality and in time and this 

could not have been done without contribution and help from all team members and sponsor. 

During the whole project implementation, team member has learned in the following criteria: 

Jamovi software: 

1. Not every software can used same version on both Mac and Windows. 

2. Each software has its own way of implementing R language, it cost time to 

transformed from one to another for other codes developments. 

Project Management: 

1. Think more than what was expected at the beginning. 

2. Kickoff meeting with client and going back and forth to generate a requirement 

specification. 

3. Keep the client and stakeholders who involve in the project updated with newest 

project’s progress. 

4. Control the communication quality and frequency. 

5. Prepare the contingency plan for the possible risks occur. 

Analytical skills: 

1. Knowledge of decision tree and random forest. 

2. Data visualization is important for any data analysis progress. 
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Conclusion and Summary 
The project should satisfy the project client’s expectations, the graduate school that offers 

this module development to make the course much exciting and practical than other graduate 

schools. In this case, it requires that this module should actively use instead of having the project 

client looking for a substitution. 

The project sponsor is running connections with the project manager; the project team 

essentially keeping client updated on the project's progress and negotiate the possible changes 

add to the project. 

Monitoring is a good approach for having the project’s module more competitive in the 

market. Adding the efficient features from other’s modules and software and make it fit with the 

client’s expectations is essential. Also, many GitHub developers had experience developing such 

tools, and they may offer some ideas for improvements of the project. And that is also why this 

module is free to download for everyone.  

The final module finished in this project would be used mainly by the students who are in 

the NYU SPS program, as the project manager, it should be responsible for listening carefully 

about their thoughts on the final product if possible. Actually, the project was finished ahead of 

the project plan, and the client use it as a teaching tool in the class and received good comments. 
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Limitations, Recommendations and Scope for Future Work 
Even this project was able to deliver as excepted, there are still some limitations within 

this project and some of the limitations may be improved in the future similar projects in NYU 

MASY. 

First of all, this project is only focus on the decision tree model building, it has the 

problem of causing overfitting the test and train data set. And also because of the random forest 

analysis is not a deliverable of this project. It will definitely have the issue of overfitting, and we 

can’t overcome that issue now. 

Secondly, Jamovi wasn’t a good public software that trusted by Apple, it always has 

some running issues when actually developing the module or implement analysis. This is not the 

fault of Jamovi itself, we can easily see that Jamovi has some limitations on Macs. In the future 

work for the project managers, they may have to spend more time to study on which version of 

Jamovi can run on their systems.  They can’t learn from the previous projects because there is no 

experience can learn caused each module served different purpose of data analysis. 

The third one is a limitation that would be the further development works. It because of 

the purpose of this project is to let students can easily use decision tree analysis on both Mac and 

Windows. Therefore, the developer developed the module on Mac is only running correctly 

when the Jamovi version is 1.8.0. on the other hand, the same module built for Windows is only 

running properly when the Jamovi version is 1.2.27. If the future students or other project 

manager trying to add more analysis, it may have faced some problems on integration. 
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Literature Survey 

1. Introduction 
1.1 Summary  

Rapid growth for technology in the recent decades changed the way for decision-makers 

to implement their decision-making process. Also, in the age of big data, data mining becomes 

much smoother and has brought a lot of convenience for decision-makers who rely heavily on 

data set (Yang, 2013). Under these significant changes, the decision-tree is becoming more 

flexible than before. Due to the software development, tools utilized, and algorithm evolved, 

decision-makers can easily add features to their decision-tree models for multiple purposes. This 

paper will provide insights into decision-tree models and the decision-making process, associated 

with ten peer-viewed journals and scholarly articles. This paper will then conclude how it 

associates with the current project of making a decision-tree model for the client. 

1.2 Decision-tree 

The reason to create a decision-tree model in real-life to assist the decision-making 

process because people are irrational (Kamiński, 2018). Usually, the decision-makers assess the 

probability of success on its actions and only see there are success and failure, which is 50% for 

each; however, due to non-stochastic distributional uncertainty, there is no single expected value 

that can made by only applying this sense (Kamiński, 2018). The decision-tree model would help 

decision-makers implement a better decision-making process after more to concern the random 

distribution, then they may compare all the alternative decisions, instead of just measuring each 

decision either 50% chance to success or 50% chance to fail. 

The decision tree is an exciting module that may build easily for decision-makers; the 

reason to call it an interesting one is because every decision-tree model may have same 

functionalities on a particular decision-making process, and due to the algorithm difference, they 
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may differ at other decision-making processes (Jena, 2020). For example, there are two decision- 

tree models developed with a standard algorithm, and another one was created in another more 

sophisticated algorithm. Then let them both generate a tree of the data set. There is uneasy to 

identify two decision-tree models that one better; however if decision-makers change the amount 

of data input, there might be some difference. This is because the way they are designed is for 

various purposes, but when put into an environment of having the same decision-making 

capabilities, they will give similar results, but if changed the environment, there might be one 

model that exceeds its ability.  

In developing decision-tree models, the developers would always have to understand the 

decision tree's structure. Beyond that, they make changes by adding various features into the 

models to change the decision-tree models' performance (Kamiński, 2018). There are two 

approaches for developing better decision-tree models. The first approach believed that making 

selections of attributes and then placed into a decision tree at appropriate positions is extremely 

important, such as adding measurement as information gain, Gini index, and diversity index 

(Shaheen, 2020). The benefit of adding these attributes into the decision-tree model is to let the 

model becomes more data sensitive and returns much more accurate results. The second 

approach is to integrate the data mining process with machine learning, thus making the decision 

tree models extract data set much more accessible and have the ability to eliminate the unusual 

data or replace it with representative data (Yang, 2013). Both approaches are tremendous but 

depend on developers' preference. The former required expert knowledge on the attributes, and 

the latter needed a better understanding of machine learning for the data mining process.  

Visualization of the outputs could help understand the essentials of results, which is also 

an essential feature for the current decision-tree modules developing process (Liu, 2007). Indeed, 
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today’s software could help us select the best outcome once the process is finished; however, 

instead of having only specific “best” outcomes, as a decision-maker. They would like to see 

other outcomes for comparison. It is because the best results come out from the computers may 

not be the best selection for decisions made (Liu, 2007).  A quick example that happens in the 

stock market to understand the importance of having visualization. A day trader can either take a 

long position or short position for an option of a company to assume whether the stock price is 

going up or down. Suppose that the trader is using the probability and volatility as attributes in 

his decision tree analyzer where calculate the future movement of an option. The analyzer used 

inputs and machine learning on the stock price's past trends, then giving positive returns of ‘long 

the option’ that trader should make today. It will not show other alternatives for comparison, 

which are ‘negative returns of long the option,’ ‘positive returns of short the option,’ and 

‘negative returns of short the option.’ So there comes the importance of having visualization for 

the decision tree models. The decision-maker can then compare the results and integrate them 

with market news to select the best decision. 

The decision-tree model also has its biases. First is selection biases and majority 

happened while the decision-makers are selecting variables before inputting them into the tree 

(Kam, 2007). This also could be viewed as granting wrong weights for each variable as well. So, 

as decision-makers, we should carefully consider selecting variables and assign weights. Besides, 

this bias could be correct by using one of the above passages' approaches to avoidance or 

mitigation.   

1.3 Random forest 

Random forest is another form of using multiple decision-tree models to make a much 

more complicated decision-making process. Unfortunately, no evidence shows a relationship 
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between the forest's performance and the number of trees within the forest. It tells that the 

number of trees may affect the results of the decision tree analysis. It can go either worse or 

better, and there are no clear signs (Oshiro, 2012). This also means that if the decision-tree 

model is sufficient for the purpose, keep it as simple as possible, and there’s no need to pursue an 

advanced model (Quinlan, 1999). 

2. Conclusions 

2.1  Synopsis 

Most of the research reviewed concluded that the decision model must be efficient, 

simple, and functional. The papers used in this review represent lots of essentials about how to 

create an excellent decision-tree model. However, in contrast to the models they presented in 

their reports, it is way too complicated for the project required. Still, these reports provide some 

great insights into an excellent decision-tree model.  

2.2 Inform the project 

This project needs to build a decision tree model for teaching and providing researchers 

with a simple analysis. It is not similar to the research model in the literature. Therefore, 

compared with the literature model, it is relatively simple and straightforward, and only needs 

modeling can be done according to the traditional decision tree model. On the other hand, the 

research of random forest belongs to advanced modeling. According to the definition in the 

section synopsis, it is not mandatory that the project can achieve this goal. 

 The existing research around the algorithm developed for the decision-tree model is 

fundamental. The algorithm's depth determines the upper limit of the decision tree model, which 

can maximize the module's application (Povkhan, 2020).  Only select the relative reference 
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module to ensure the development of the module. While developing the modules, by comparing 

the modules made by MTU with the literature modules, the optimal structure can be quickly 

found to clarify the ideas for developing the project modules. Then build new modules based on 

MTU's module architecture to achieve project expectations. 

 The literature suggests effective integration of data management processes such as data 

mining and data classification. With the development of technology today, it is possible to 

achieve modular management for data management that once required various professionals to 

complete together (Rupnik, 2007). This means that non-professionals can also process data well 

through software and tools. It has also been proposed in the literature that data sorting is also a 

way to improve decision tree results accuracy (Yang, 2013).  Since this project's module 

development is not pursuing extensive data processing capabilities, it is simply applied to 

teaching, reducing or even not favor algorithms' development. By using publicly existing 

modules and developing and upgrading, the project can be achieved the requirements and 

standards. 

2.3 Project implementation 

 The MTU website introduces lots of valuable information about how to make a decision 

tree model in the Jamovi environment. It stated the ability to pruning and splitting the trees 

(Chetan, 2018). In addition to the requirements proposed by the project sponsor, instead of 

making the module too complicated, the module should have options for how many splits are 

used for the coming analysis. In contrast to other platforms providing trees splitting by clicks, 

and the new module should take it as an option. 
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